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ABSTRACT
Fuzzing has emerged as the most effective bug-finding technique. The output of a fuzzer is a set of proof-of-concept (PoC) test cases for all observed “unique” crashes. It costs developers substantial efforts to analyze each crashing test case. This, mostly manual, process has lead to the number of reported crashes out-pacing the number of bug fixes. Automatic crash deduplication techniques, which mostly rely on coverage profiles and stack hashes, are supposed to alleviate these pressures. However, these techniques both inflate actual bug counts and falsely conflate unrelated bugs. This hinders, rather than helps, developers, and calls for more accurate techniques.

The highly-stochastic nature of fuzzing means that PoCs commonly exercise many program behaviors that are orthogonal to the crash’s underlying root cause. This diversity in program behaviors manifests as a diversity in crashes, contributing to bug-count inflation and conflation. Based on this insight, we develop Igor, an automated dual-phase crash deduplication technique. By minimizing each PoC’s execution trace, we obtain pruned test cases that exercise the critical behavior necessary for triggering a bug. Then, we use a graph similarity comparison to cluster crashes based on the control-flow graph of the minimized execution traces, with each cluster mapping back to a single, unique root cause.

We evaluate Igor against 39 bugs resulting from 254,000 PoCs, distributed over 10 programs. Our results show that Igor accurately groups these crashes into 48 uniquely identifiable clusters, while other state-of-the-art methods yield bug counts at least one order of magnitude larger.

CCS CONCEPTS
• Security and privacy → Software security engineering.
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1 INTRODUCTION
The main focus of software-testing research is finding bugs. Maximizing bug discovery is a key subject of interest across the development stack, from the physical layer [14, 59, 61, 77] to the application layer [5, 15, 51, 62, 71, 83]. The assumption “we can always afford to fix bugs” powers the drive for bug-finding techniques that yield large numbers of crashes in short time frames, the most prominent of which is fuzz testing. Big players in the software industry also motivate this movement, providing open-access reporting platforms [4, 29, 56] and bug bounties for their large user-bases. With little incentive to triage crashes, users and software testers frequently submit raw findings/crash-dumps, leaving it to software maintainers to bear the weight of distilling crashes and fixing bugs. With more crashes reported, more time is spent on crash triage and pruning duplicate reports, leaving maintainers with less time for fixing bugs and improving software quality. Large fuzzing farms (e.g., ClusterFuzz [30], OSS-Fuzz [68])—which run around the clock and automatically submit crash reports—exacerbate this problem. For example, as of late April 2021, there were 979 open Linux kernel bugs, with the earliest submitted in November 2017 (based on syzbot statistics [31]).

Solutions to this problem range from collaborative, where maintainers rely on the community to provide actionable analysis in their reports, to systematic, where heuristics are used over large crash dumps to filter out redundancies and duplicates [1, 19, 21, 41, 80]. These heuristics typically rely on dynamic program behaviors to identify root causes and answer the question “given a crashing test case, what is the most likely cause for the crash?” For example, Aurora [7] presents a root cause identification method based on delta debugging [85]: both faulty and benign test cases are executed and a disjunction in program behaviors marks the bug. In contrast, crash bucketing (cf. grouping) shifts the focus from pinpointing the cause of a crash to grouping crashes based on their root cause. Crash bucketing answer the question “given a number of crashing test cases, which crashes trigger the same bug?” Crash bucketing techniques are widely used in practice [43] and rely on crash sites, coverage profiles, or stack hashes, to cluster crashes.

Crash Sites. All bugs crash at a particular program location. These crash sites (e.g., the address stored in the instruction pointer at the time of crash) serve as a coarse-grain bug identifier. Unfortunately, crash sites are imprecise and lead to bug misclassification (e.g., for use-after-free bugs, objects may be arbitrarily reused, triggering a broad set of “unique” crashes). Crash sites both under- and over-estimate bug counts and are not used in practice.

Coverage Profiles. Coverage-guided fuzzers commonly use their coverage data to uniquely identify crashes. For example, AFL [83]
considering crashes that exercise new control-flow edges or omit common edges as "unique". The fine-grained nature of edge coverage makes it sensitive to small changes in control-flow and causes crash count inflation; slight modifications in the path to a bug result in a new crash. Coverage profiles overestimate bug counts by 2–3 orders of magnitude [33, 43].

**Stack Hashes.** Stack hashes provide function-sensitive labels for crashes and are commonly used by fuzzers (e.g., honggfuzz [71]) and fuzzing farms (e.g., ClusterFuzz [30]) alike. Stack hashing accumulates (the last N) function calls (on the stack) leading to the crash site, hashing these traces to form unique bug identifiers. Compared to coverage profiling, stack hashing is more coarse-grained and results in fewer crash buckets. However, stack hashes are prone to misclassification, both over- and under-approximating the number of bugs (the former is due to different paths to the crash site [7, 22], while the latter is due to bugs sharing the same call sequence). Stack hashes overestimate bug counts by 1–2 orders of magnitude [43].

Inaccurate crash grouping techniques (such as those previously described) waste precious developer time. In particular, bug identifiers (e.g., coverage profiles, stack hashes) are susceptible to fluctuations in program behavior. Coverage-guided fuzzers—which typically aim to maximize code coverage—amplify such fluctuations, yielding many crashing test cases that exercise "noisy" code extraneous to the underlying root cause. This noise impedes control-flow-based deduplication techniques, inflating bug counts. Moreover, accurate bug classification relies on identifying a bug's characteristic trigger. Identifying this trigger in a partial execution trace is made difficult if (a) the trigger is missing from the execution trace (e.g., if the trace is too coarse-grained), and/or (b) the execution trace contains extraneous elements (e.g., if the trace is too fine-grained). This calls for a new approach to crash grouping; one that removes noise from the execution trace—to accurately group paths—and preserves critical control-flow information—to accurately isolate different root causes.

Whereas a coverage-maximizing strategy is ideal for finding bugs through fuzzing, we propose that the counterpart—coverage-minimizing fuzzing—is key to minimizing an execution trace and enabling effective crash grouping. We make crash labels more precise by trimming unnecessary execution trace elements (i.e., noise), leading to more concise deduplication. We also address the shortcomings of stack hashes (which operate at function-call granularity) by using control-flow graphs (CFG) for a more complete view of a crash’s execution trace. Using CFGs preserves critical control-flow information and allows for aggressive pruning of redundant (executed) code, leading to more accurate crash grouping.

We present Igor, a dual-phase crash deduplication technique that leverages a coverage-reduction fuzzer and a CFG similarity metric to cluster crashes by their critical behaviors. By simplifying each crash’s execution trace, we obtain test cases that exercise the minimized behavior necessary for triggering a bug. Then, we perform a graph similarity comparison over the CFGs of all minimized execution traces to group them into closely-packed clusters, each mapping back to a unique root cause.

We answer the following research questions:

1. **RQ1** What constitutes ideal crash grouping and why is it not achievable in practice?
2. **RQ2** How strong is the effect of dense execution traces on crash-count inflation, and can sparsity promote precision?
3. **RQ3** What metric is best suited for capturing and isolating root causes?

We make the following contributions: (i) a coverage-reduction fuzzer which applies a minimizing fitness function over the collected edge coverage to shrink test cases; (ii) a new metric for crash grouping, based on control flow graph similarity using the Weisfeiler-Lehman Subtree Kernel algorithm [45]; and (iii) a ground-truth benchmark for evaluating crash grouping techniques, containing 52 CVEs² and 254,000 crashing test cases from 14 real world programs (generated over 58.7 CPU-years of fuzzing). With the source code of these programs and patches of these bugs, we develop analysis tools and manually label these test cases with ground-truth (in approximately 30 human-days). This benchmark enables us to test the accuracy of Igor.

To aid both developers (so they can quickly and accurately uncover a crash’s root cause) and researchers (so they can reproduce and expand on our results), we make our Igor prototype and benchmark available at https://github.com/HexHive/Igor.

2 **BACKGROUND AND INTUITION**

Crash bucketing groups test cases to isolate a crash’s root cause. Accurate crash bucketing requires: (i) grouping together crashes with the same root cause (minimizing type I errors); (ii) creating new groups for crashes with different root causes (minimizing type II errors); and (iii) capturing accurate bug context. Capturing accurate bug context requires complete modeling and analysis of program behavior. However, existing modeling/analysis techniques (e.g., symbolic execution) do not scale [6]. Instead, practical crash bucketing relies on error-prone heuristics. Reducing these errors requires (a) behavioral metrics that correlate with bug context, and (b) execution trace trimming to minimize noise.

### 2.1 Behavioral Metrics

Bug context is the critical set of program behaviors accumulated and leading up to the crash site. Capturing bug context is key to accurate crash grouping. However, approximating program behavior is a three-way trade-off between sensitivity, accuracy, and scalability. On the upper end of the sensitivity spectrum, full path coverage (control and data flow) is the most precise: each test case exercises a unique path. This metric has a minimal type II error rate, achieving high accuracy in distinguishing different bugs. However, its precision also results in fine-grained grouping of crashes, and thus boasting a high type I error rate and a low accuracy in identifying similar root causes. Collecting precise path coverage is also infeasible in practice due to the large state space most programs have, and the scalability challenges that arise from this. On the other end of the spectrum, in singling out what program behavior led to a crash, Boolean function coverage is imprecise: it only captures the set of functions possibly involved in triggering a crash, and does so without conserving the order of code execution. Test cases
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1. In Terry Pratchett’s Ankh-Morpork, the Igors are a group of humble professional servants (often to mad scientists) that are proficient transplant surgeons.

2. In this paper, when two programs share a CVE, we count it as two CVEs.
resulting from the same bug or from different bugs are likely to display identical coverage, thus reducing type I error rates but raising those of type II. Nevertheless, Boolean function coverage requires minimal resources to measure and collect, improving scalability.

2.1.1 Research Context. According to Dhaliwal et al. [23], 80% of the root causes of a bug are located on the call stack at the time of the crash. Several research projects have taken this notion and explored different stack hashing techniques [11, 13, 21, 42, 46, 64, 66]. Stack hashing is fast and easy to deploy, and is suitable for large-scale campaigns to batch-process a large number of test cases, but is prone to both type I and II errors and lacks high-quality classification.

Execution traces can also be used to classify test cases. This approach typically uses binary translation [52] or interposition [57]. Several taint-based approaches have also looked into classifying test cases as a form of crash analysis. For example, CrashFilter [39] automatically classifies a failing test case based on static taint analysis. RETracer[20] recovers early program state from a memory dump based on a reverse taint analysis, after which an analyst manually groups test cases. REPT [19] extends RETracer and achieves a more accurate classification result by reconstructing the data flow. Finally, POMP [80] classifies crashes from the perspective of the different contributions of data flow to program crashes.

These taint-based methods group crashes from the perspective of data flow. They are more precise than static hashing. However, taint-based methods often do not scale to complex programs as they need to record a detailed program trace, which quickly exceeds several 100 GiBs for even simple programs, and require complex symbolic reasoning over paths that use tainted input data to make control-flow decisions. Taint-based methods can be effective if the bug only depends on data flow and not on control flow decisions based on tainted input data [15, 62, 76].

2.2 Test Case Reduction

Imperfections in behavioral metrics can be amplified by extraneous data points in the recorded execution trace. While reducing the sensitivity of the metric can improve its resilience against noisy measurements, this only addresses a symptom of the noise but not its source: entropy. In their study on fault localization, Christi et al. [17] showed that the accuracy of localization benefits greatly from reduced test cases. Test case reduction refers to continuously reducing the size of the crashing input, under the premise that the same crash is always triggered. In practice, streamlined test cases improve the software development process; e.g., in vulnerability mining, a minimized test case improves mutation efficiency and guides the process towards interesting behaviors; and in crash analysis, it eliminates extraneous bytes to simplify control flow leading up to the crash.

2.2.1 Research Context. The two main methods used in test case reduction are delta debugging [85] and taint analysis [50].

Delta debugging is a popular approach that automatically minimizes test cases by using two algorithms: simplification and isolation [54]. The former continuously shrinks the size of the original input file until it cannot find a smaller file that crashes the program, and the latter searches for a passing input, which will become a failing input again after satisfying additional constraints. The
most popular test case simplification tool for fuzzing campaigns, 
af1-tmin [83], is based on this principle.

Taint analysis is a method that marks accessed registers and 
memory as tainted when the program crashes, and then tracks 
the source of the taint to mark all crash-related components in 
the input, thereby reducing the crashing test case to the relevant 
bytes. In general any forward or backward taint analysis can be 
used [18], but in practice, the length of the input or trace is often 
prohibitive. Long traces and complex inputs result in over-tainting 
or under-tainting along with difficulties of keeping control of the 
control-flow dependencies given the synthetic input. In practice, 
the application of taint analysis to crash grouping is limited.

2.2.2 Challenges. AURORA [7] is a root-cause identification method 
that leverages delta debugging to distinguish between critical and 
benign execution traces resulting from a crash. The process begins 
with a crash diversification phase where the faulty input is mutated 
to generate both crashing and non-crashing test cases. However, 
diversification carries the risk of introducing new bugs that are 
unrelated to the root cause under study. This is because AURORA 
follows an exploratory fuzzing process (i.e., increasing coverage) 
to generate new inputs.

Test case minimization may also introduce new bugs unrelated 
to the original bug. This is combated with a stricter fitness function: 
only a subset of the original trace must be executed, heavily limiting 
exploration. While this does not provide a guarantee against the 
introduction of new bugs, our evaluation shows that the error rate 
is negligible in practice. In comparison to AFL’s crash mode [83]— 
which shares the fuzzer’s fitness function—Igor introduces 90% fewer false positives.

The problem of minimizing crashes is also non-convex. Typically, 
the fitness function for test case reduction is the size of the input  
(in bytes). We instead propose minimizing the size of program’s 
execution trace, thus reducing the execution complexity, rather than 
the input’s size. Pruning the execution trace of a crashing test 
that case can yield more concise inputs that exercise the same desired 
program behavior. A bug is triggered by a subset of all possible 
execution traces, and through a minimization function over the 
input space, a critical path to the root cause can be found and used 
to triage the crash. However, program behavior is complex, and a 
hill-climbing minimization process is likely to converge to a local 
minimum. Intuitively, traces that converge to different local minima 
may suggest different root causes, further complicating analysis. 
However, we found that combining this process with a clustering 
procedure led to minor variations in traces being overlooked in 
favor of the global trace overlap.

2.3 Our Approach: Igor

While existing methods provide an initial step at reducing the 
large number of crashing test cases requiring triage, the type I 
and type II errors that these methods introduce result in uncertainty 
and may even increase developer effort and/or cause missed bugs. 
We address this imprecision by introducing a dual-phase 
approach for crash analysis. This approach builds on a key observation: 
each bug has a core behavior that must be executed to trigger the bug. A technique that extracts and matches this behavior can 
distil the large amount of crashes into a precise set of unique bugs. 
While analyzing large numbers of crashing test cases (together with 
their ground-truth), we observed that test cases for the same bug 
partially overlap in essential phases of their execution trace; the 
bug trigger. Our technique, Igor, extracts an approximation of bug 
triggers and then leverages topological graph matching to group 
similar test cases into bug classes. This dual-phase approach for 
efficient and effective crash grouping through root-cause analysis 
thus combines and extends two important areas of research: test 
case reduction—minimizing and simplifying test cases—and crash 
grouping—determining if two inputs trigger the same or different bugs. Broadly speaking, Igor leverages test case reduction to simplify the execution traces observed by the test cases, so that we can group crashes based on similarities in their coverage (i.e., we 
improve the latter by leveraging the former).

3 IGOR DESIGN

Fig. 1 depicts the main components and workflow of Igor. Starting 
with a set of crashing test cases, the preprocessing stage reduces 
unnecessary analysis costs by leveraging sampling and af1-tmin. Following this, the trace generator (IgorFuzz) records and minimizes 
the execution traces of each preprocessed test case. The graph 
analyzer then constructs control-flow graphs from the minimized 
traces and extracts graph similarity metrics that describe each test case. Finally, the cluster builder classifies the test cases into separate groups, each identifying a unique root cause, and leverages a 
validation loop to find an optimal clustering configuration.

3.1 Data Preprocessing

Igor’s key objective is to distil crashing, proof-of-concept test cases 
(PoC) into unique bugs. To be practical, Igor must scale with increasing 
numbers of PoCs. However, minimizing and grouping several 
hundred thousands PoCs is time-consuming. Therefore, we employ 
a two-stage preprocessing phase to reduce processing cost while 
maintaining accuracy. First, we sample the PoC corpus to reduce the number of analyzed test cases. Second, we leverage af1-tmin 
as an initial test-case size minimization tool, allowing IgorFuzz to 
converge to a solution faster.

Sampling. Although stack hashing is generally imprecise, it is rare that two different root causes overlap in the entire call stack. In other words, one bug may result in many diverse stack hashes but one stack hash generally only maps to one bug. In our dataset, 
only six (of 71) bug pairs in three programs contain shared stack hashes. We leverage this observation to reduce the PoC corpus by grouping PoCs based on their full-length call stack hashes. If there are many PoCs mapping to the same unique stack hash, we 
only process the 50 most diverse PoCs. This allows us to remove highly-similar PoCs that map to the same bug, lowering the cost of 
processing without impacting precision.

Minimization. Minimized test cases benefit fuzzing in two ways: 
(i) the reduced size of the input leads to faster parsing and processing 
by the target, yielding higher fuzzing throughput; and (ii) by removing extraneous bytes from the input, the fuzzer’s mutations 
are more likely to modify bytes critical to the behavior of the program. The case of minimum-coverage fuzzing is no different and
can thus be improved by preprocessing test cases to remove extraneous bytes. We achieve this with the aid of afl-tmin [83], a lightweight test case reduction tool included with AFL. Although afl-tmin focuses exclusively on reducing the length of the input (i.e., this is the sole metric it optimized for), it indirectly shortens the length of the execution trace, further assisting IgorFuzz in finding a minimal PoC. AFL-tmin also allows us to merge PoCs that reduce to identical byte sequences. Using afl-tmin in the second preprocessing stage increases IgorFuzz’s effectiveness in exploring shorter execution traces. As discussed in Section 2.2, afl-tmin may introduce new bugs. However, uncovering a new bug during minimization with afl-tmin is rare: in our evaluation, only one out of the 5,531 PoCs triggered a different bug after minimization through afl-tmin. Our evaluation shows that the other nine PoCs (for the same bug) remain correct, allowing Igor to correctly cluster the nine PoCs to that root cause. While we lost one PoC (out of 5,531) during minimization, enough PoCs remained to correctly identify all unique bugs. This effectively means that we did not introduce any false negatives in our evaluation through afl-tmin.

3.2 IgorFuzz: Minimum-Coverage Fuzzing

Coverage-guided fuzzing typically incorporates feedback to maximize code coverage and to trigger crashes. The highly-stochastic nature of fuzzers means that they often find many diverse test cases that trigger the same bug. This results in extraneous execution traces that amplify the imprecision of the underlying metric and hampers clustering.

The intuition behind minimum-coverage fuzzing is that a bug only manifests when the faulty code is executed. Minimizing the code executed before reaching faulty code reduces the amount of state that the developer has to analyze during debugging. Given a mechanism to measure what code was executed when a bug is triggered, and a mechanism to sort the measurements across different samples, it is possible to find the minimal code trace required to trigger the bug, which we identify as the shortest bug-triggering path (with the absolute minimum code trace being the empty set). This observation accounts for the possibility that a bug can be triggered through different paths. Through fuzzing, we perform a search over the state space in the vicinity of the different bug paths, with the objective of finding the shortest (simplest) execution trace. Since fuzzing is a dynamic technique, it is inevitable that multiple suboptimal solutions will be found; however, our evaluation shows that the different solutions display features that are similar enough to be grouped under the same root cause.

Ideally, the single shortest path to a bug is its best identifier. An oracle that determines the shortest path would solve the crash grouping problem, as all PoCs for the same bug would reduce to the same path. Reducing an arbitrary PoC to the minimal path is challenging, because it requires determining the shortest path that still satisfies all of the bug context’s constraints. In practice, this results in long execution traces that exceed the capabilities of today’s solvers. For example, the shortest paths in our evaluation contained over 91,000 basic blocks (in LibPNG), while the shortest execution trace contained up to 22,563,000 basic blocks (in Poppler).

Existing test case reduction techniques use an objective function that favors a smaller input size. This is an artifact of bug reporting guidelines, which typically require a minimum working example as a PoC. However, reducing the input size does not always translate to reduced trace complexity. To highlight this effect, we conduct a study on afl-tmin using five targets and ten bugs. While test cases generally reduce in size, this does not necessarily guarantee a reduction in the length of the execution trace. For example, afl-tmin reduces OpenSSL’s x509 input size by 41.10 %, while only pruning 4.83 % of CFG edges. Moreover, although afl-tmin reduces the input size of pdf images by 82.45 % (on average), 15.18 % of the test cases execute more edges after reduction by afl-tmin. This demonstrates that a smaller input size does not guarantee a simpler execution trace. See Table 6 and Appendix C for our full results.

Similar to vulnerability mining, fuzzing provides an opportunity for an efficient and scalable process that finds simpler inputs which exercise similar behavior. To reduce the complexity of the execution trace, we propose a new type of fuzzer with subtly different goals than existing fuzzers. The fitness function in our fuzzer, IgorFuzz, favors a simpler execution trace, by exercising fewer edges while still crashing the target at the same location.

The goal of reduction is to find simpler test cases that trigger the same bug. Multiple bugs can share the same crash site, and minimized test cases present the risk of triggering different bugs at the same location. However, in practice, the probability of simplified test cases triggering different bugs is insignificant. It is important to distinguish the use of crash sites between grouping and simplifying crashes. When grouping based on crash sites, inputs are diverse and presumably exercise different program behaviors. Due to this noise, misclassified bugs will be common. However, when simplifying a
Algorithm 1 IgorFuzz algorithm

```plaintext
1: procedure FuzzTest(Prog, Seeds)
2:     Queue ← Seeds
3: while true do
4:     for input in Queue do
5:         if ¬isWorthFuzzing(input) then
6:             continue
7:         mutated ← Mutate(input)
8:         if ¬isInteresting(mutated) then
9:             continue
10:        mutated_score ← calcScore(Prog, mutated)
11:        addToQueue(mutated)
12:    procedure isFavorite(input)
13:    return transDisjunctEdges(input)
14:    procedure isWorthFuzzing(Prog, input)
15:    return isFavorite(input) or isLarger(input, score)
16:    procedure isInteresting(Prog, input)
17:    return isCrashing(input) and
       (hasSmallerBitmapStat(input) or
        isEdgePruned(input) or
        hasSmallerHitCountSum(input))
18:    procedure calcScore(Prog, input)
19:    score ← input.score
20:    if executesFaster(Prog, input) then
21:       score ← calcScoreFast(input)
22:    if hitsFewerEdges() then
23:       score ← calcScoreSimple(input)
24:    return score
```

Figure 2: Function-call graph of tiffcp. This figure shows the nodes and edges removed (highlighted in red) or added (highlighted in green) by IgorFuzz.

---

test case based on its crash site, we reduce the complexity of the execution trace while exercising similar program behavior. This minimizes the likelihood of the new derived test case triggering a different bug.

State-of-the-art fuzzers aim for maximal coverage to aid bug discovery. Existing work in maximizing coverage can be grouped into three areas: seed retention strategies [28, 62, 75, 78], seed selection strategies [9, 15, 24], and seed scheduling strategies [8, 9, 81]. We guide the design of IgorFuzz based on insights from these three areas and modify a generic feedback-guided greybox fuzzer such as the one presented by Böhme et al. [9]. Algorithm 1 outlines our coverage-minimizing algorithm and Fig. 2 gives an example of IgorFuzz’s effectiveness.

### 3.2.1 Seed Retention Principles

We modify the isInteresting method so that it only retains crashing test cases. We also introduce two complementary rules for seed retention:

**Rule 1** The seed does not exercise a common edge (i.e., at least one edge is no longer exercised, although overall coverage may increase).

**Rule 2** The seed exercises some edges with fewer hit counts (i.e., at least one edge is executed fewer times and no edge is executed more times).

Through a hill-climbing optimization process over the coverage space, IgorFuzz incrementally approaches a minimal execution trace. To reduce the risk of converging at local minima and to promote diversification, IgorFuzz retains seeds that meet any of the two rules. Note that it does not suffice to measure if the new input executes strictly fewer edges than the original input, as IgorFuzz may get stuck at a local minimum from which it cannot easily escape. Rule 1 therefore prioritizes a seed that prunes common edges, but permits it to execute more edges if at least one previous edge is no longer executed. Rule 2 minimizes hit counts to simplify loops and recursive function calls. Together these rules drive coverage downwards, one removing edges (but potentially adding new ones), the other reducing edge counts. Note that at any point in time, multiple seeds are being scheduled for mutation depending on the seed selection principles below.

#### 3.2.2 Seed Selection Principles

To achieve a higher efficiency at exploring the coverage space of a target, AFL [83] marks the seeds which exercise disjunct sets of edges as favorites. By finding a minimal set over the sets of edges executed by each seed (e.g., as performed by Karp [40]), AFL determines the seeds which are more likely to increase coverage in different directions of the code and more favourably mutates those seeds. Previous research on seed selection [35] also validates this strategy: the fewer and more distinct the seeds are, the better the fuzzer is able to maximize coverage.

In contrast to AFL’s approach, IgorFuzz attempts to minimize coverage by favoring seeds which trim disjunct sets of edges. New seeds that trim groups of edges are more likely to prune those edges from the execution trace upon further mutation. For that reason, we mark such seeds as favorites and assign them higher energy.

#### 3.2.3 Seed Energy Scheduling

Seed energy determines how many times a seed will be fuzzed after it is selected. Higher seed energy results in more mutations and executions. By mutating seeds with a smaller number of recorded edges, IgorFuzz can process inputs faster and is more likely to discover even simpler PoCs. We use a greedy heuristic to allocate more energy to seeds with a shorter execution length.

We also dynamically allocate energy to different seeds based on their coverage profile. We assign more energy to seeds with shorter execution paths. Not only do we assign more energy to simpler seeds, but we also ensure that the assigned energy is biased towards larger reductions in coverage.
3.2.4 Fuzzing Output Selection Criteria. To explore different code regions, fuzzing typically employs a meta-heuristic optimization over the target’s coverage space. During the search process, fuzzing naturally encounters solutions that diverge from the original objective. In the context of IgorFuzz, that objective is finding the simplest PoC that triggers the initial bug. With the help of BitmapSize—which AFL++ [27] uses to show how many unique edges were activated—we pick the simplest PoC by finding the PoC whose bitmap size is the smallest. Despite limiting search to the vicinity of the original execution trace, it is inevitable that other bugs are triggered. To filter out those erroneous solutions, we rely on crash sites as the penultimate selection criterion, and among the remaining seeds, we select the PoC with the smallest bitmap size. According to our evaluation, IgorFuzz has a low probability of discovering crashes caused by a different bug (Section 5.5).

3.3 Test Case Similarity Measurement

Existing approaches for measuring test case similarity leverage information available at the crash site (e.g., the call stack, instruction pointer, register contents). A fundamental limitation of these approaches is that a bug may cause the program to crash in many different locations, resulting in an over-approximation of the unique bug count. Backward slicing may alleviate this problem by tracing the flow of the crashing condition to its origin. Unfortunately, backward slicing does not apply to all types of vulnerabilities (e.g., in a use-after-free vulnerability, the location where data is reused can be independent from where it is freed). Moreover, scaling backward slicing to large and complex program traces across 100,000 basic blocks is an unsolved problem. Studying the limitations of current approaches led us to the following insight: all crashes that are due to the same bug must have a (partially) overlapping execution trace. Furthermore, methods for analyzing the topological structure of the execution trace can be used to extract a signal for crashes of the same bug.

The program execution trace is a sampled sequence of program addresses sorted by their execution order. To calculate their similarity, existing approaches leverage Levenshtein Distance [82] and Longest Common Subsequences [36]. Unfortunately, program loops increase the difference between execution traces, limiting the utility of these techniques. Even if these execution traces come from crashes of the same root cause, their sequence similarity is low. However, collapsing the execution trace onto a graph means that control-flow similarity is no longer affected by different loop iteration counts. Thus, our approach uses graph topology to calculate similarity between traces.

3.3.1 Control-flow Graphs (CFG). Control-flow graphs describe the execution process of a program. A node in a CFG represents a program address, and edges connect two successive addresses. To construct the CFG, we sample the execution trace at a predefined granularity. On one end of the spectrum, fine-grain instruction-level traces introduce redundant nodes into the CFG, since edges between consecutive instructions are implicitly captured by the sequential nature of program execution. Additionally, recording instruction-level traces imposes scalability challenges, rendering the approach intractable. On the other end of the spectrum, function traces are easily collected, but they are coarse-grained and can overlook key behaviors in the program that capture the bug context.

Basic block-level granularity provides a balance between precision and scalability, and we use it to construct the CFGs for similarity matching.

Execution traces contain noise that must be filtered. There are two types of noise: (i) code executed in external shared libraries (e.g., glibc); and (ii) superfluous code after the program’s crashing point (e.g., ASan’s crash handler). Since we focus on a specific target program, the execution trace of external code is unnecessary. Thus, we filter any addresses that are outside our target code. Sanitizers detect bugs early by introducing additional software guards. When a bug is detected, the sanitizer executes additional code to collect and report information. This information collection and reporting adds unnecessary noise and is filtered as well. We discuss how we filter these two types of noise (during the execution and after the bug trigger) in Section 4.

3.3.2 Calculating Graph Similarity. After recording traces, we construct a CFG for calculating graph similarity. Efficient graph similarity estimation has been studied extensively [44], and the results show that kernel methods are most suitable for estimating graph structure similarity. At present, most kernel methods for graph similarity estimation include two types: graph embedding and graph kernel. The former leverages traditional vector-wise kernel algorithms based on dimensional reduction of input graphs, which leads to a loss of structural information. The latter directly performs kernel algorithms in a high-dimensional Hilbert space, so that the structural information of graphs remains intact.

After surveying different graph kernels (e.g., labelled graphs, weighted graphs, or directed graphs), we found that the Weisfeiler-Lehman Subtree Kernel algorithm demonstrated the highest ability to differentiate test cases of varying root causes while assigning high similarity measurements to test cases of the same root cause. Thus, we adopt the Weisfeiler-Lehman Subtree Kernel to estimate the similarity between CFGs. The Weisfeiler-Lehman Subtree Kernel algorithm requires the nodes of a graph to be labelled. We use the basic block addresses (from the execution trace) as node labels.

3.4 Bug Clustering

Fuzzers are highly non-deterministic in how they discover bugs and paths through the target program. The fuzzer may discover one or more crashes for a bug, but it is not known a priori how many crashes it will find. Consequently, Igor cannot know how many bugs are discovered during a fuzzing campaign. For example, a given set of 100 crashes may map to 100 bugs with one crash each, one bug with 100 crashes, or anything in between. The key challenges for clustering are to (a) discover the exact number of bugs, and (b) assign crashes to the correct bug. As stated above, the number of expected clusters is not known and must be inferred during clustering. Our approach determines the number of clusters by running the clustering process multiple times, refining the assumed number of bugs based on a heuristic (see Section 3.4.2).

3.4.1 Data Characteristics. The Weisfeiler-Lehman Subtree Kernel algorithm produces a similarity matrix $M_s$: let $M_s = 1 - M_d$, where $M_d$ is the corresponding distance matrix. We build our clustering algorithm on the two matrices.
Figure 3: Distribution of samples for x509. The suffixes 'a' and 'b' indicate two call stacks for one CVE.

The matrices $M_s$ and $M_d$ are not sufficient to determine the distribution of samples. Multi-dimensional Scaling (MDS) [10] is an algorithm for dimensionality reduction. It projects high dimensional data to a lower dimensional space by finding abstract Cartesian coordinates in the lower dimensional space that keeps the distance between samples almost unchanged. We leverage MDS to visualize the distribution of samples in a two-dimensional plane.

We analyze distributions based on these visualizations. For example, Fig. 3 shows how samples of x509 are distributed across the Cartesian plane. The shapes of clusters are not spherical, indicating that $k$-means-like methods are not suitable, and we therefore rely on alternative methods to recognize clusters of arbitrary shapes.

Igor leverages the silhouette score [63] to describe the quality of cluster structures. By simplifying test cases, the samples tend to have better cluster structure, see Fig. 7.

3.4.2 Clustering Algorithm. DBSCAN [26] is a density-based clustering algorithm that uses a similarity/distance matrix. The DBSCAN algorithm takes two parameters, $\epsilon$ and $MinPts$, that define the density threshold. The primary challenge is how to determine these parameters. Although heuristics exist [65, 67], changes in the density distribution of samples result in a failure of the clustering process. Alternative algorithms like OPTICS [3] and HDBSCAN* [12] perform hierarchical analysis to obtain better results. However, they still require predefined density descriptive parameters, which are must be tuned when analyzing new programs (because the samples’ density distribution varies between programs).

We found that the Spectral Clustering [74] algorithm addresses the parameter-tuning challenges brought on by the high-dimensional information stored in the Weisfeiler-Lehman Subtree Kernel similarity matrices. Spectral Clustering takes only one parameter: the number of clusters. Given the number of clusters and a similarity matrix, Spectral Clustering builds a graph Laplacian on the basis of the similarity matrix. Eigenvectors of the graph Laplacian are calculated to realize dimensionality reduction. Then, the algorithm automatically groups samples into the designated number of clusters in a lower dimensional space.

Since the real number of clusters is unknown, we need a metric for evaluating the clustering result. For this purpose, we again use the silhouette score. Liu et al. [49] describe different clustering validation measures. In their study, they indicate that the optimal cluster number can be determined by maximizing the value of the silhouette score.

As the silhouette score is undefined when there is only one cluster, we assume that there are at least two clusters among the dataset. Then we enumerate the number of clusters to run the clustering process, and calculate the silhouette score of the result. Afterwards, we select the clustering result with the highest silhouette score. However, this approach may undercount the number of clusters. We therefore develop a heuristic to decide if we need to repeat clustering based on the number of full-length crash call stacks: for less than 20 call stacks, running the clustering process once suffices, while for more than 20 call stacks, we cluster twice. Tables 1 and 7 show our experimental results based on this heuristic.

3.4.3 Misclustering for single-bugs. The presence of tightly interpersed sub-clusters indicates that there is likely only one cluster. The minimum number of detectable clusters is two. If there is only one, then the number of clusters is raised artificially during enumeration to find a higher silhouette score. It is rare in practice for a fuzzing campaign to find hundreds of test cases for only one vulnerability. After thousands of CPU hours of fuzzing, we have never observed this case. In this case, using current crash grouping methods—e.g., stack bucketing—is sufficient.

To mitigate against this rare situation, Igor compares its cluster result with a call-stack based approach (e.g., afl-collect). If Igor reports more clusters than afl-collect, we indicate to the analyst that they should refer to the afl-collect results.

4 IMPLEMENTATION

Our prototype of Igor demonstrates the practical feasibility of our approach. We briefly explain important implementation details in the following sections. Complete source code is available at https://github.com/HexHive/Igor. We implement IgorFuzz on top of AFL++, record execution traces using Intel Pin, and develop several Python scripts that orchestrate smart-tracer.

Our implementation consists of approximately 1,000 lines of C++ and 2,500 lines of Python code, along with several small scripts.

Recording Execution Traces and Noise Filtering. We developed smart-tracer, a trace recorder based on Intel Pin that records execution traces at function call-, basic block-, and instruction-level granularity. During post-processing, we filter out function calls (a) into auxiliary code (e.g., calls into libc), and (b) that occur after the crash is triggered (e.g., sanitizer information collection).

CFG Similarity Metric. The filtered traces are first used to construct the CFG. Then, we use this CFG to calculate graph similarity using the Weisfeiler-Lehman Subtree Kernel algorithm.

Clustering. The clustering procedure runs up to fifteen times by default, enumerating the number of clusters from 2 to 16, and recalculating the silhouette score each time. This process outputs the clustering result with the highest silhouette score. Finally, a post-clustering scatter diagram is created to help analysts visually assess the quality of the clustering result.
5 EXPERIMENTAL EVALUATION

We evaluate Igor on 12 servers running Ubuntu 18.04 LTS, each with 200 GiB of RAM and an Intel(R) Xeon(R) Gold 6254 CPU @ 3.10GHz with 40 cores. We source our benchmark dataset from 58.7 CPU-years of fuzzing campaigns. The Igor-specific evaluation took 6,143.7 CPU-hours and 30 human-days across all presented experiments. The IgorFuzz evaluation took 5,531 CPU-hours. Importantly, this is not necessarily indicative of the actual time required for minimization: we run IgorFuzz one hour for each sampled PoC (5,531 CPU-hours in total) to show the changes over time. In practice, we would let IgorFuzz run for 15 min per PoC (we demonstrate this in Section 5.4.1); thus minimizing all 5,531 PoCs requires 1,382.75 CPU-hours. Compared to the total cost of fuzzing, minimization is negligible and consumes less than 0.3% of the length of a fuzzing campaign.

5.1 Benchmarks

We evaluate Igor on the Magma benchmark [33] and MoonLight dataset [34, 35]. These benchmarks contain 52 CVEs that belong to 14 target programs, containing more than 254,000 crashing PoCs that map to 39 unique bugs. We exclude four programs containing only a single CVE: pdf2text, (Poppler), exif (PHP), client (OpenSSL), and libxml2_xml_read_memory_fuzzer (LibXML). As discussed in Section 3.4.3, Igor falls back to afl-collect in this case (we still report these results in Table 5). Additionally, we exclude (a) two CVEs that result in prohibitively large trace files (over 10 GiB per PoC), and (b) six CVEs that are duplicates, semantically equivalent, or partial fixes to one of the 39 unique bugs (see Section 6.3 for details). We augment these benchmarks with precise ground-truth data that verifies the root cause for each PoC.

Following the methodology outlined by Klees et al. [43] and Hazimeh et al. [33], we map crashes to bugs through the patches that disable the crash. We show this process in Fig. 4.

![Figure 4: Tagging PoCs by applying patches.](image)

Starting with an unpatched version of the target, we apply patches one at a time, each time processing the entire PoC corpus to flag changes in crash status. If a change is detected, that patch is considered a ground-truth label for the PoC, and is used for measuring the performance of our clustering method. We manually verified the completeness of patches in fixing the root cause of a crash. For each crash in our benchmark, we label root cause and call-stack hash. Our ground-truth data allows us to determine whether crashes are grouped correctly (i.e., if they correspond to specific CVEs).

5.2 Summary of Results

Table 1 shows the results of Igor's clustering evaluation with different IgorFuzz cut-off times. Cut-off time refers to the time we allow IgorFuzz to minimize a single PoC. Here we only report 15 min and 30 min cut-off times (due to space constraints) and provide results for the other cut-off times in Table 7 in Appendix D.

For Igor, we report clustering results for basic-block-level traces. We also evaluate Igor's clustering results at function-call (cheap and least precise) and instruction level (expensive and most precise) granularity. While the results are similar across the three tracing granularities, we see a correlation between better results and bugs with a larger number of crash sites. Specifically, our results indicate that Igor should switch to instruction-level tracing when the number of crash sites exceeds ~20 (e.g., for xml11int and char2svg).

While grouping crashes based on stack hashes is common practice, different tools use different stack depths. For example, afl-collect hashes all stack frames, honggfuzz leverages the last seven stack frames, and CERT BFF [38] uses the last five frames. We compare Igor against these three configurations and a baseline of a single stack frame (called "Top Frame" in Table 1). To measure classification quality, we calculate precision, recall, purity [2, 70], inverse purity [2] and F-measure [47, 70]. These metrics are all standard approaches from the machine learning community.

Our results show that—compared to Top Frame, BFF-5, honggfuzz, and afl-collect—Igor achieves the highest F-measure in 90% of our experiments (and is 20% off in the remaining 10%) and achieves higher purity and inverse purity scores in most cases. From a quick glance at Table 1, it may appear that crash sites are the best grouping method, but crash sites are often not unique because different bugs crash at the same program location (see the unique bug addresses in the crash address column in Table 5).

We also assess the loss of precision caused by our bug count inference process (which may be inaccurate in itself). We rerun the clustering process with ground-truth bug count, and compare these counts to the results of clustering that relies on an inferred bug count. Table 7 (in Appendix D) shows that Igor's results are as accurate as the ground-truth bug counts.

5.3 Test Case Reduction

We evaluate IgorFuzz (over all 39 bugs) to demonstrate its ability to remove redundant paths traversed by each PoC. For each bug we use afl-cmin to select representative PoCs from our corpus and run IgorFuzz for 15 min. Per Section 5.4.1, we found that 15 min is sufficient for each minimization. Fig. 5 shows the mean edge count (i.e., the fuzzer’s bitmap size) executed by the newly-minimized
We cluster and compare the original and reduced PoCs to assess whether IgorFuzz improves similarity analysis. This involves recording execution traces of the target program and calculating similarity based on the CFGs constructed from these traces.

Our results (across our ten target programs) demonstrate that IgorFuzz reduces PoCs more distinguishable. For example, Fig. 7 shows the distribution of CFGs before and after performing coverage-reduction fuzzing on `tifffcp`. The cluster contains four vulnerabilities. Per Fig. 7(a), because the bug-irrelevant paths have been pruned, the test cases of different vulnerabilities are not distinguishable; they are combined with each other, resulting in nine clusters and a surplus of five misclassified bugs.

The mean values in Fig. 5 ignore outliers. Fig. 6 highlights how Igor reduces outliers for CVE-2016-5314. Fig. 6 shows that the interquartile range drops significantly after IgorFuzz’s trace reduction. Furthermore, the outliers’ bitmap size gradually converges to the mean, and the number of outliers continues to decrease over time (until they disappear completely).

5.4 Graph Similarity After Minimization

We cluster and compare the original and reduced PoCs to assess whether IgorFuzz improves similarity analysis. This involves recording execution traces of the target program and calculating similarity based on the CFGs constructed from these traces.

Our results (across our ten target programs) demonstrate that coverage-reduction fuzzing makes PoCs more distinguishable. For example, Fig. 7 shows the distribution of CFGs before and after performing coverage-reduction fuzzing on `tifffcp`. The cluster contains four vulnerabilities. Per Fig. 7(a), because the bug-irrelevant paths have not been pruned, the test cases of different vulnerabilities are not distinguishable; they are combined with each other, resulting in nine clusters and a surplus of five misclassified bugs.

Table 1: Evaluation results. ASan `rep(s)`, HO, SO, FP and HU represent Heap buffer Overflow, Stack buffer Overflow, Floating-Point exception and Heap Use-after-free (according to Address Sanitizer reports), respectively. The `# of samp.` represents the number of samples in one experiment; C. Igor is the number of clusters Igor outputs; and Top Frame, BFF-5, honggfuzz, and afl-collect show crash grouping scores obtained by comparing call stacks of length 1, 5, 7, and full-length. P, IP and F are abbreviations of Purity, Inverse Purity, and F-measure, respectively. Finally, cut-off time represents the running time we limit IgorFuzz’s minimization for a single PoC. The best performing entries are highlighted.

<table>
<thead>
<tr>
<th>Program</th>
<th># bugs</th>
<th>ASan <code>rep(s)</code></th>
<th># samp.</th>
<th># crash addr/uniq</th>
<th># call stack</th>
<th>C. Igor</th>
<th>Top Frame (%)</th>
<th>BFF-5 (%)</th>
<th>honggfuzz (%)</th>
<th>afl-collect (%)</th>
<th>cut-off time (minutes)</th>
<th>Igor (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pdfimages</td>
<td>3</td>
<td>HO, SO</td>
<td>410</td>
<td>12</td>
<td>23</td>
<td>3</td>
<td>100 48 63</td>
<td>100 47 62</td>
<td>100 47 62</td>
<td>15 30</td>
<td>100 100 100 100</td>
<td>100 99</td>
</tr>
<tr>
<td>pdftoppm</td>
<td>3</td>
<td>HO, FP</td>
<td>161</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>100 100 100</td>
<td>100 95 98</td>
<td>100 95 98</td>
<td>15 30</td>
<td>100 100 100 100</td>
<td>100 98</td>
</tr>
<tr>
<td>tiffcp</td>
<td>5</td>
<td>HO</td>
<td>991</td>
<td>6/3</td>
<td>20</td>
<td>6</td>
<td>85 89 80</td>
<td>88 76 74</td>
<td>88 67 68</td>
<td>88 67 68</td>
<td>15 30</td>
<td>100 98</td>
</tr>
<tr>
<td>tiff2pdf</td>
<td>3</td>
<td>HO, HU</td>
<td>385</td>
<td>3/2</td>
<td>8</td>
<td>3</td>
<td>92 91 89</td>
<td>99 89 93</td>
<td>99 89 94</td>
<td>99 89 94</td>
<td>15 30</td>
<td>100 98</td>
</tr>
<tr>
<td>x509</td>
<td>2</td>
<td>HO</td>
<td>150</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>100 72 81</td>
<td>100 72 81</td>
<td>100 72 81</td>
<td>100 72 81</td>
<td>15 30</td>
<td>100 100</td>
</tr>
<tr>
<td>libpng_read_fuzzer</td>
<td>2</td>
<td>FP</td>
<td>150</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>100 72 81</td>
<td>100 72 81</td>
<td>100 72 81</td>
<td>100 72 81</td>
<td>15 30</td>
<td>100 100</td>
</tr>
<tr>
<td>xmlint</td>
<td>8</td>
<td>HO, SO, HU</td>
<td>1581</td>
<td>25/14</td>
<td>901</td>
<td>18</td>
<td>78 59 64</td>
<td>78 55 62</td>
<td>78 55 62</td>
<td>79 3 4</td>
<td>15 30</td>
<td>100 98</td>
</tr>
<tr>
<td>char2svg</td>
<td>5</td>
<td>HO, SO, HU</td>
<td>1087</td>
<td>21/20</td>
<td>67</td>
<td>8</td>
<td>100 66 72</td>
<td>100 14 20</td>
<td>100 14 20</td>
<td>100 14 20</td>
<td>15 30</td>
<td>100 77</td>
</tr>
<tr>
<td>sox (MP3)</td>
<td>4</td>
<td>HO, SO</td>
<td>260</td>
<td>6</td>
<td>8</td>
<td>4</td>
<td>100 63 74</td>
<td>100 58 71</td>
<td>100 58 71</td>
<td>100 58 71</td>
<td>15 30</td>
<td>100 100</td>
</tr>
<tr>
<td>sox (WAV)</td>
<td>4</td>
<td>HO, SO, FP</td>
<td>356</td>
<td>6</td>
<td>8</td>
<td>4</td>
<td>100 67 77</td>
<td>100 66 76</td>
<td>100 66 76</td>
<td>100 66 76</td>
<td>15 30</td>
<td>100 100</td>
</tr>
</tbody>
</table>

Figure 5: Bitmap size (number of edges) trend over time.

Clustering precision greatly improves after using IgorFuzz to shrink PoCs. Per Fig. 7(b), clustering shrunk PoCs leads to an accurate grouping of the 842 test cases into four clusters (based on their root causes). Table 2 shows the change in silhouette score before and after reduction.

Data distribution affects the results of the cluster [67]. Unfortunately, this distribution of data cannot be predicted in many real-world scenarios. We study Igor’s ability to process different data distributions, and our results show Igor achieves ideal results under different data distributions (see Appendix A).

5.4.1 Suitable Cut-off Time. The time/cost tradeoff is an important factor for determining the practicality of Igor. Given more time,
IgorFuzz can generate more concise PoCs, and our results show that pruning more bug-irrelevant paths leads to more accurate clustering results. Our results also show that each time Igor’s running time is doubled, we achieve a higher (mean) silhouette score (indicating more bug-irrelevant paths are pruned). But improving silhouette scores results in diminishing returns (considering performance of the second stage). After reaching a threshold, the cluster structure is highly identifiable and clustering results no longer improve.

According to our silhouette scores (Table 2), IgorFuzz increases the average silhouette score by 14.4% during the first 15 min (the 0 min column corresponds to the time before any reduction has occurred). The next two intervals increase the average silhouette score by only 1.8% and 0.5%, respectively. This yields minimal benefits for clustering. We use the minimized PoCs generated by these three cut-off times for clustering (see Tables 1 and 7). These results show that although longer times will give us more precise results, it is sufficient to run IgorFuzz with 15 min. Therefore, we suggest 15 min as the default cut-off time.

Table 2: Silhouette scores.

<table>
<thead>
<tr>
<th>Program</th>
<th>0 min (%)</th>
<th>15 min (%)</th>
<th>30 min (%)</th>
<th>60 min (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pdfimages</td>
<td>52.9</td>
<td>70.2</td>
<td>70.0</td>
<td>69.4</td>
</tr>
<tr>
<td>pdftopxx</td>
<td>59.0</td>
<td>80.2</td>
<td>80.0</td>
<td>79.0</td>
</tr>
<tr>
<td>tiffcp</td>
<td>33.2</td>
<td>70.2</td>
<td>73.9</td>
<td>77.4</td>
</tr>
<tr>
<td>tiff2pdf</td>
<td>66.0</td>
<td>70.6</td>
<td>70.7</td>
<td>71.2</td>
</tr>
<tr>
<td>x509</td>
<td>76.9</td>
<td>94.1</td>
<td>94.3</td>
<td>94.6</td>
</tr>
<tr>
<td>libpng_read_fuzzer</td>
<td>68.5</td>
<td>96.6</td>
<td>96.6</td>
<td>97.7</td>
</tr>
<tr>
<td>xmlint</td>
<td>38.3</td>
<td>49.1</td>
<td>55.3</td>
<td>54.7</td>
</tr>
<tr>
<td>char2svg</td>
<td>44.5</td>
<td>53.7</td>
<td>53.8</td>
<td>54.0</td>
</tr>
<tr>
<td>sox (MP3)</td>
<td>78.1</td>
<td>74.6</td>
<td>81.1</td>
<td>81.3</td>
</tr>
<tr>
<td>sox (WAV)</td>
<td>83.1</td>
<td>85.0</td>
<td>86.6</td>
<td>88.0</td>
</tr>
<tr>
<td>Average</td>
<td>60.0</td>
<td>74.4</td>
<td>76.2</td>
<td>76.7</td>
</tr>
</tbody>
</table>

5.5 Verifying Minimization Results

Here we answer a key minimization question: does a minimized PoC trigger the same bug as the original PoC? We label a result a false positive if the minimization process discovers a new bug with a different root cause and this root cause replaces the original test case. We verify minimization results via the process described in Section 5.1 (i.e., by successively applying patches).

6 CASE STUDIES

We now present three case studies that—while challenging for classic crash grouping techniques—demonstrate the effectiveness of Igor. These case studies include: (i) assessing the accuracy of CVEs; (ii) highlighting rare crashes; and (iii) detecting semantically equivalent bugs.
we discovered that there are indeed two different vulnerabilities. As either different vulnerabilities are assigned the same CVE at crash locations with fewer than ten PoCs to at least 50. In our current implementation, Igor amplifies the number of PoCs by bucketing PoCs based on the crash address, Igor detects crash locations with few PoCs and uses AFL’s crash mode to amplify them. Because crash grouping may wrongly merge them with other bugs, the fuzzer is often small. Such rarely-triggered bugs may be lost or harder to trigger conditions, the number of PoCs generated by Fuzzers cannot guarantee a similar number of PoCs for each bug. For bugs that are harder to find (e.g., due to deeper code depth, or different CVEs are assigned to the same vulnerability. Igor’s benchmark includes both cases.

For CVE-2016-10269 #1 and CVE-2016-10269 #2 (tiffcp), we sampled 400 PoCs and grouped them according to the root cause. Igor clusters these PoCs into two distinct groups. After verification, we discovered that there are indeed two different vulnerabilities. As the functions executed before the crash are similar, the developer mistakenly classified these two vulnerabilities into one category.

For CVE-2019-8354 and CVE-2019-8366 (SoX), Igor clusters 57 PoCs into a single group. These two CVEs have different crash addresses and call stacks, but the developer confirmed that these two vulnerabilities are indeed caused by the same root cause, the assigned CVEs are duplicates.1

For CVE-2015-9290 and CVE-2015-9381 (char2svg), we found that their patches both partially fix the same vulnerability. Igor correctly clusters the corresponding 41 PoCs into a single group.

These three scenarios demonstrate how Igor successfully highlighted the inaccuracy of assigned CVEs (inaccurate CVEs are labelled with superscripts in Table 5).

6.2 High-value Needles in Test Case Haystacks
Fuzzers cannot guarantee a similar number of PoCs for each bug. For bugs that are harder to find (e.g., due to deeper code depth, or harder trigger conditions), the number of PoCs generated by the fuzzer is often small. Such rarely-triggered bugs may be lost because crash grouping may wrongly merge them with other bugs.

Igor ensures that such rare PoCs are correctly analyzed. By first bucketing PoCs based on the crash address, Igor detects crash locations with few PoCs and uses AFL’s crash mode to amplify them. In our current implementation, Igor amplifies the number of PoCs at crash locations with fewer than ten PoCs to at least 50.

As an example, we study CVE-2016-5314 (tiffcp). Consider our analysis for trial 3 in Table 3. If we instead limit the number of PoCs for CVE-2016-5314 to three, then this CVE is subsumed by another CVE. When we amplify the three test cases to 50, the CVE is successfully separated.

6.3 Detecting Semantically Equivalent Bugs
Our benchmark distinguishes vulnerabilities based on unique patches. If the patch used to eliminate the failing test case is different, it is considered to be a different vulnerability. Based on this rule, we found that Igor’s result misclassifies PoCs for char2svg. The char2svg PoCs come from eight CVEs with a different patch for each CVE, indicating that these are eight different bugs (see Table 5).

However, we discovered that Igor groups the PoCs from CVE-2014-9663, CVE-2014-9669, and CVE-2015-9383 into a single group. We reviewed the corresponding code and patches in char2svg, and found that these three CVEs share the same semantic root cause. Specifically, we found that all three CVEs check whether FT_INVALID is too short to avoid heap-buffer-overflows and all three patches are in the same source file. There are six similarly named functions that validate the input (e.g., tt_cmap4_validate, tt_cmap8_validate, tt_cmap10_validate). All six functions are buggy, and share the same root cause. The developer first committed the patch for CVE-2014-9669, in which five of the six vulnerable functions were fixed. The forgotten vulnerable function, tt_cmap4_validate, was fixed in the patch for CVE-2014-9663 ten days later. However, the patch for CVE-2014-9669 is an incomplete fix, because it misses one aspect of FT_INVALID. This went unnoticed until CVE-2015-9383 was reported, and the patch for CVE-2015-9383 finally correctly fixes this bug.

We argue that these three CVEs fix the same single bug from a semantic point of view: the same bug condition is shared among all three CVEs, and can be described as “as long as FT_INVALID is too short, it will cause the same variable be over-overflowed”. Igor noticed that the control flow of the three CVE are indeed similar when they trigger the bug and, thus, Igor grouped them into a single bucket.

7 LIMITATIONS
Using silhouette score to determine the number of clusters is not guaranteed to distinguish all clusters. Therefore, after the initial clustering is completed, it is necessary to manually review the clustering results. If there are still gaps between samples within the same cluster, it indicates that a second clustering process is required to obtain more reasonable clusters. Additionally, when there is only one bug, intra-class differences are regarded as inter-class differences. The clustering algorithm then may divide the input samples into a large number of clusters. Igor will invoke afl-collect to group the crashes when it finds the group number given by itself is larger than that of afl-collect. In this case, Igor falls back to the precision of afl-collect.

IgorFuzz requires more computing resources than simple stack hashing. We argue that the increased precision of Igor is worth the additional computation cost (less than 0.3% in our experiments) due to the large amount of saved developer cost.

---

1https://gitlab.alpinelinux.org/alpine/aports/-/issues/10523


8 RELATED WORK

Crash bucketing builds on a diverse background in fuzzing, test case reduction, crash grouping, crash deduplication, and fault localization. We highlight how Igor compares against these areas.

8.1 Test Case Reduction

Afl-tmin [83], a popular test case minimizer, removes as much data as possible from a seed while keeping the target in a crashing state. While fast and easy to use, it has limitations: although it can significantly reduce the input size, it cannot effectively reduce the number of edges that the program executes before crashing. Compared to afl-tmin, our method emphasizes the reduction of the execution trace instead of input size, which means the vulnerability trigger becomes more clear after the reduction. MacIver and Donaldson [53] present internal reduction by manipulating the behavior of the generator that produced them. Its input and purpose are different from ours, as it tries to shrink redundant operation of input and keep the same behavior, while we want to execute fewer edges before the program crashes.

8.2 Crash Grouping and Deduplication

Crash grouping reduces the crash analysis cost by leveraging specific metrics to measure the affinity between test cases, grouping similar test cases in one group.

Chen et al. [16] calculate edit distances and coverage profiles between test cases to group them. Both van Tonder et al. [72] and Pham et al. [60] utilize symbolic execution technique to collect crash constraints to assist grouping. Molnar et al. [55] introduce fuzzy stack hashing by collecting multiple crash metrics and then hashing these information together as a grouping metric. Holmes and Groce [37] propose an alternative to crash grouping: if two failing test cases can be fixed by applying the same mutant, those two tests are likely related to the same root cause.

CrashLocator [79] discovers faulty functions that do not reside in the crash stack by expanding the given crash stack based on a function call graph. Although this method also takes advantage of static call graphs, it only uses them to recover traces, while our method uses dynamic call graphs to measure the similarity of PoCs.

ReBucket [21] propose a method for clustering duplicate crash reports based on call stack similarity. The problem with this method is that it only relies on the local information at the time of the crash, when categorizing vulnerabilities with more number of call stacks at the time of the crash, it is easy to divide the PoCs that have same root cause into multiple different groups. Besides, the inputs of ReBucket are crash reports, but our inputs are PoCs, so the application scenarios of the two systems are different. SPIRiT [73] combines various methodologies to compute a specialized test case distance measurement, and drives a customized hierarchical test suite clustering algorithm that groups similar test cases together.

The primary difference between our method and the existing methods for crash grouping is that Igor evaluates the similarity of executions of a program from a global perspective by utilizing the simplified execution trace, while the aforementioned ones mainly focus on local features of programs.

8.3 Fault Localization

The purpose of fault localization is to determine the root cause of bugs through crashes or core dump files. Statistical methods and Delta debugging are the main technical solutions. Aurora [7] is a representative work of fault location based on statistical methods. Similar to ours, it uses crash mode to increase the number of test cases. The difference is that Aurora collects both crash and non-crash test cases and locates root cause by comparing them. The risk of this method is that crash mode does not guarantee that the generated test cases are still caused by the same vulnerability. When the crash sample is caused by other vulnerabilities, this method will cause false positive. Xu et al. [80] propose a method for locating the root cause through data flow analysis, the key of this method is to recover the data flow from core dumps automatically to provide richer debugging information and reduce the difficulty of manual analysis. Zamfir et al. [84] uses execution traces to help developers locate the root cause. CrashLocator [79] locates faults based on call stack. REPT [19] uses reverse debug to locate fault. Kim [42] uses multiple crashes to diagnosis root cause from the perspective of crash graphs.

9 CONCLUSION

Fuzzing has become ubiquitous and is today’s key driver for bug discovery. Unfortunately, the number of reported crashes outpaces developers’ ability to triage and fix bugs. Nonetheless, the number of crashes is generally an over-approximation of the total number of bugs, and crash grouping can drastically reduce the burden on developers. Existing approaches are lightweight but prone to misclassification. We argue for trading little computational time to effectively reduce the number of crashes by two orders of magnitude, close to the number of real bugs, lightening developer workload.

Our approach, Igor, prunes bug-irrelevant paths and calculates the shortest bug-triggering path using a novel coverage reduction fuzzing approach. Crashes are then grouped based on the topological similarities between the CFGs of minimized execution traces.

Our evaluation demonstrates that Igor outperforms existing approaches, resulting in the most precise bug clusters for 90% of our evaluated programs. Based on a ground-truth comparison, we show that Igor groups crashes of various root causes and vulnerability types precisely. The open-source prototype of Igor, IgorFuzz, and our labelled ground-truth benchmark are available at https://github.com/HexHive/Igor.

10 ACKNOWLEDGEMENTS

The authors would like to thank: Adrian Herrera and the anonymous reviewers, for their careful feedback along with the opportunity for a major revision which greatly improved the clarity of this paper; Ruilin Li and Shuitao Gan, for their helpful feedback; Zheyu Jiang and Zhiwei Li, for their valuable support during the evaluation. This project has received funding from the European Research Council (ERC) under grant agreement No. 850868, DARPA HR00119S0089-AMP-FP-034, ONR award N00014-18-1-2674, and National Natural Science Foundation of China under grant 61772308, 61972224, and U1736209. Any findings are those of the authors and do not necessarily reflect the views of our sponsors.
A BUG/TEST CASE DISTRIBUTION CLUSTERING

Clustering precision is impacted by the data distribution [67]. However, the number of crashes and vulnerabilities is unknown for each crash grouping task, which means that we cannot guarantee a uniform number distribution for crash grouping. Therefore, whether accurate clustering results can still be obtained under different data distributions is a key indicator to measure the effectiveness of our method. Tables 3 and 4 show the clustering results of Igor under different test case distributions.

Selecting tiffcp as the target program, we alter the number of test cases of five bugs respectively, the test case distribution in trial 1 is the same as what it is in Table 1, the distribution in trial 2 is roughly inverse to trial 1, with a decrease in total number, while in trial 3, the test cases are evenly distributed. Based on trial 3, we alter the number of bugs. The results show that Igor is stable against varying test case distributions.

Table 3: Clustering results of tiffcp with different sample distribution.

<table>
<thead>
<tr>
<th>Bug</th>
<th># samples</th>
<th>Trial 1</th>
<th>Trial 2</th>
<th>Trial 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>CVE-2016-10269</td>
<td>341</td>
<td>50</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>CVE-2015-8784</td>
<td>251</td>
<td>90</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>CVE-2015-7663</td>
<td>149</td>
<td>200</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>CVE-2014-30333</td>
<td>50</td>
<td>278</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>CVE-2013-3847</td>
<td>200</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Result

Sum 991 718 500
Purity (%) 99.4 99.4 99.6
Inverse Purity (%) 99.4 99.4 99.6
F-measure (%) 99.4 99.4 99.6

B DATA SET STATISTICS

We surveyed our dataset and counted the number of unique crash addresses and call stacks. These results are presented in Table 5.
Table 4: Clustering results of tiffcp with randomly sampled bugs. The notation A-E represent the bug ID of the corresponding position in Table 5. The field clusters is the number of clusters output by Igor, fields P, IP and F are the same as Table 1.

<table>
<thead>
<tr>
<th>Trial</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th># clusters P (%)</th>
<th>IP (%)</th>
<th>F (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>5 99.6 99.6 99.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>4 99.7 99.7 99.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>3 99.3 99.3 99.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>2 100 100 100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

C IGORFUZZ MITIGATES AFL-TMIN LIMITATION

As a dual-phase crash deduplication technique, Igor requires that the control flow of each PoC is concise after the first phase, so that the second phase can get more precise clustering results. Clustering directly after afl-tmin, i.e., without IgorFuzz results in low precision as afl-tmin is non-monotonic and provides inadequate control flow reduction. IgorFuzz mitigates these limitations.

During our evaluation, we found that afl-tmin may increase a PoC’s bitmap size, e.g., in OpenSSL’s x509 corpus (CVE-2016-2108). We selected ten seeds with the largest change in bitmap size being processed by afl-tmin to demonstrate this phenomenon. As shown in Fig. 9, the bitmap size of the ten PoCs rose in the first 20 seconds, which corresponds to the reduction process of afl-tmin. This indicates that as afl-tmin deletes bytes from a PoC file, the corresponding bitmap size does not always decrease monotonically. If we pass the afl-tmin-reduced PoCs to the second phase of Igor, we may worsen results because the control flow of the PoCs contains additional bug-irrelevant paths.

However, IgorFuzz mitigates this limitation. The blue line in the same figure shows mean bitmap size of the ten PoCs during reduction. Taking the afl-tmin-reduced PoCs as input, IgorFuzz reduced the bitmap size monotonically, and all of the ten PoCs finally got smaller bitmap size than their original size.

In summary, afl-tmin sometimes increases the bitmap size, which contradicts the requirement of Igor’s first phase. IgorFuzz mitigates this issue by focusing on bitmap size reduction rather than input size reduction, making it more practical to do classification.

D IGORFUZZ DOES NOT WASTE TIME ON ERROR SEEDS

To study the minimization process of error introducing PoCs, we explicitly selected all the queues generated during the minimization process of the error PoCs, analyzing the change in the proportion of the error seed in all seeds over time. According to the evaluation result shown in Fig. 10, the proportion of error seeds is small, which accounts for less than 10% in three programs, and the lowest is tiffcp, which is only 0.93%. Except for xmllint, the proportion of erroneous seeds decreases over time, which means the effect of error seed on minimization is ever decreasing and minimization mainly explores the paths near the original vulnerability.

Figure 9: afl-tmin’s side effect and Igor’s ability to mitigate against it. The colored dots show individual test cases, the blue line indicates mean bitmap size and light blue the error band.

Figure 10: Seed error rate. In this figure, the bars in faded colors indicate total number of generated seeds in error queues (including normal seeds and error seeds); the bars in dark colors are total number of error seeds in error queues.

Error seeds occupy a significant proportion in the queue of xmllint, but the proportion decreases over time. We analyzed the reasons for the relatively high error seed in the queue of xmllint: The length of the PoCs from xmllint is much shorter than the length of PoCs of other programs, and the code depth of the vulnerability is relatively shallow. The short seed length combined with shallow bugs makes it likely for a fuzzer to discover alternate bugs through only small mutations.

Still, error seeds occupy a relatively small proportion in the queues overall and individually, which means that they have a small probability of being further mutated. After manual debugging, we found that the crash addresses of these error seeds are all different from those of the original PoCs. Therefore, even if a small part of the error seed is generated during the minimization, all these errors will be eliminated by our selection criteria (see details in Section 3.2.4).
Table 5: Statistics of unique crash addresses and unique call stacks. When the crash address count is given as $n/m$, $n$ is the number of crash addresses, while $m$ is the number of non-unique crash addresses. The bug IDs of a specific program with superscript * or + share the same underlying vulnerability. There are two unique underlying bugs assigned the same CVE—CVE-2016-10269. We use #1 and #2 to distinguish them.

<table>
<thead>
<tr>
<th>Target</th>
<th>Program</th>
<th>Bug ID</th>
<th>Crash address count</th>
<th>Call stack count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poppler</td>
<td>pdftoppm</td>
<td>CVE-2017-14617</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2019-7310</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Bug #101366</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>pdfimages</td>
<td>CVE-2017-9865</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2018-10768</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2019-7310</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2017-9776</td>
<td>10</td>
<td>21</td>
</tr>
<tr>
<td>libtiff</td>
<td>tiffcp(^4)</td>
<td>CVE-2015-8784</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2019-7663</td>
<td>2/2</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2016-10269 #1</td>
<td>3/2</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2016-10269 #2</td>
<td>2/2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2016-5314</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>PHP</td>
<td>exif</td>
<td>CVE-2018-14883</td>
<td>13</td>
<td>50</td>
</tr>
<tr>
<td>OpenSSL</td>
<td>client</td>
<td>CVE-2016-6309</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>x509</td>
<td>CVE-2016-2108</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2017-3735</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>libxml2</td>
<td>libxml2_xml_read_memory_fuzzer</td>
<td>CVE-2017-9047</td>
<td>3</td>
<td>28</td>
</tr>
<tr>
<td>libpng</td>
<td>libpng_read_fuzzer</td>
<td>CVE-2013-6954</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2018-13785</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>libxml2</td>
<td>xmllint</td>
<td>CVE-2015-8317</td>
<td>15/10</td>
<td>204</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2015-7497</td>
<td>1/1</td>
<td>198</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2016-1835</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2016-1836</td>
<td>1/1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2016-1762</td>
<td>6/3</td>
<td>245</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2016-3627</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2015-7942</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2015-7499(^∗)</td>
<td>1/1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2015-7498(^∗)</td>
<td>7/6</td>
<td>242</td>
</tr>
<tr>
<td>libtiff</td>
<td>tiff2pdf</td>
<td>CVE-2019-14973</td>
<td>3/1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2017-17973</td>
<td>1/1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Bug #C</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poppler</td>
<td>pdftotext</td>
<td>CVE-2019-12293</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>FreeType</td>
<td>char2svg</td>
<td>CVE-2014-9663(^∗)</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2015-9290(^∗)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2014-9658</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2014-9669(^∗)</td>
<td>11/1</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2014-2240</td>
<td>1</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2014-9659</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2015-9383(^∗)</td>
<td>3/1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2015-9381(^∗)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SoX(MP3)</td>
<td>sox</td>
<td>CVE-2019-8355</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2019-8357</td>
<td>5/2</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2019-8354(^∗)</td>
<td>1/1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2019-8356(^∗)</td>
<td>1/1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2017-18189</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2019-13590</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>SoX(WAV)</td>
<td>sox</td>
<td>CVE-2019-8355</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2019-8357</td>
<td>5/1</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2019-8354(^∗)</td>
<td>1/1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2019-8356(^∗)</td>
<td>1/1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2017-11332</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CVE-2017-18189</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
### Table 6: PoC shrink rate with afl-tmin
PoC length, bitmap size, edges hit count, and side effects are listed.

<table>
<thead>
<tr>
<th>Program</th>
<th>Bug</th>
<th># Samples</th>
<th>Median</th>
<th>Mean</th>
<th>Variance</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>len %</td>
<td>map %</td>
<td>hit %</td>
<td>len %</td>
<td>map %</td>
</tr>
<tr>
<td>x509</td>
<td>CVE-2016-2108</td>
<td>100</td>
<td>24.14</td>
<td>4.94</td>
<td>6.28</td>
<td>41.10</td>
</tr>
<tr>
<td></td>
<td>CVE-2017-3735</td>
<td>100</td>
<td>15.61</td>
<td>7.13</td>
<td>17.48</td>
<td>3.25</td>
</tr>
<tr>
<td>libpng_read_fuzzer</td>
<td>CVE-2018-13785</td>
<td>80</td>
<td>1.23</td>
<td>17.48</td>
<td>1.93</td>
<td>2.81</td>
</tr>
<tr>
<td></td>
<td>CVE-2019-6954</td>
<td>100</td>
<td>14.37</td>
<td>0.13</td>
<td>-0.69</td>
<td>21.58</td>
</tr>
<tr>
<td>pdftoppm</td>
<td>Bug #101366</td>
<td>91</td>
<td>99.11</td>
<td>5.88</td>
<td>36.62</td>
<td>82.45</td>
</tr>
<tr>
<td></td>
<td>CVE-2019-7310</td>
<td>100</td>
<td>0</td>
<td>-1.06</td>
<td>16.12</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>CVE-2017-14617</td>
<td>97</td>
<td>96.05</td>
<td>5.81</td>
<td>32.35</td>
<td>96.31</td>
</tr>
<tr>
<td>pdfimages</td>
<td>CVE-2017-9865</td>
<td>83</td>
<td>98.20</td>
<td>13.52</td>
<td>12.57</td>
<td>65.18</td>
</tr>
<tr>
<td>tiffcp</td>
<td>CVE-2016-5314</td>
<td>341</td>
<td>0.78</td>
<td>11.85</td>
<td>18.12</td>
<td>14.40</td>
</tr>
<tr>
<td></td>
<td>CVE-2016-10269 #1</td>
<td>251</td>
<td>10.71</td>
<td>16.32</td>
<td>24.15</td>
<td>14.22</td>
</tr>
<tr>
<td></td>
<td>CVE-2016-10269 #2</td>
<td>149</td>
<td>1.25</td>
<td>15.08</td>
<td>20.20</td>
<td>10.50</td>
</tr>
<tr>
<td></td>
<td>CVE-2018-8784</td>
<td>80</td>
<td>1.25</td>
<td>15.56</td>
<td>21.08</td>
<td>13.57</td>
</tr>
<tr>
<td></td>
<td>CVE-2019-7663</td>
<td>200</td>
<td>10.71</td>
<td>20.23</td>
<td>32.96</td>
<td>37.33</td>
</tr>
</tbody>
</table>

### Table 7: Evaluation results (0 and 60 min IgorFuzz running time, the "*" in cut-off time column indicates clustering results that ground-truth bug labels are assigned).

<table>
<thead>
<tr>
<th>Program</th>
<th># bugs</th>
<th>ASan rep(s)</th>
<th># samp.</th>
<th># crash addr/uniq</th>
<th>C. Igor</th>
<th>Top Frame (%)</th>
<th>BFF-5 (%)</th>
<th>honggfuzz (%)</th>
<th>afl-collect (%)</th>
<th>cut-off time</th>
<th>Igor (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>pdfimages</td>
<td>3 HO, SO</td>
<td>410</td>
<td>12</td>
<td>23</td>
<td>2</td>
<td>100</td>
<td>48</td>
<td>63</td>
<td>100</td>
<td>47</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td>pdftoppm</td>
<td>3 HO, FP</td>
<td>100</td>
<td>12</td>
<td>23</td>
<td>2</td>
<td>100</td>
<td>48</td>
<td>63</td>
<td>100</td>
<td>47</td>
</tr>
<tr>
<td>tiffcp</td>
<td>5 HO</td>
<td>991</td>
<td>6/5</td>
<td>20</td>
<td>2</td>
<td>100</td>
<td>48</td>
<td>63</td>
<td>100</td>
<td>47</td>
<td>62</td>
</tr>
<tr>
<td>tiffpdf</td>
<td>3 HO, HU</td>
<td>385</td>
<td>3/2</td>
<td>8</td>
<td>3</td>
<td>100</td>
<td>48</td>
<td>63</td>
<td>100</td>
<td>47</td>
<td>62</td>
</tr>
<tr>
<td>x509</td>
<td>2 HO</td>
<td>150</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>100</td>
<td>48</td>
<td>63</td>
<td>100</td>
<td>47</td>
<td>62</td>
</tr>
<tr>
<td>libpng_read_fuzzer</td>
<td>2 FP</td>
<td>150</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>100</td>
<td>48</td>
<td>63</td>
<td>100</td>
<td>47</td>
<td>62</td>
</tr>
<tr>
<td>xmlint</td>
<td>8 HO, SO, HU</td>
<td>1581</td>
<td>25/14</td>
<td>901</td>
<td>4</td>
<td>100</td>
<td>48</td>
<td>63</td>
<td>100</td>
<td>47</td>
<td>62</td>
</tr>
<tr>
<td>char2svg</td>
<td>5 HO, SO, HU</td>
<td>1087</td>
<td>21/20</td>
<td>67</td>
<td>4</td>
<td>100</td>
<td>48</td>
<td>63</td>
<td>100</td>
<td>47</td>
<td>62</td>
</tr>
<tr>
<td>sox (MP3)</td>
<td>4 HO, SO</td>
<td>260</td>
<td>6</td>
<td>8</td>
<td>4</td>
<td>100</td>
<td>48</td>
<td>63</td>
<td>100</td>
<td>47</td>
<td>62</td>
</tr>
<tr>
<td>sox (WAV)</td>
<td>4 HO, SO, FP</td>
<td>356</td>
<td>6</td>
<td>8</td>
<td>4</td>
<td>100</td>
<td>48</td>
<td>63</td>
<td>100</td>
<td>47</td>
<td>62</td>
</tr>
</tbody>
</table>
Figure 11: Comparison in three dimensions (basic blocks, edges, and trace length) before and after reduction with IgorFuzz.