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Abstract
Software is pervasive in our daily lives. From remote-controlled traffic lights that orchestrate
traffic flows to applications reminding us to take medications, it increasingly governs safety-critical
systems. To ensure correct and continuous execution, bugs have to be detected before the software
is rolled out in production. Low-level code—used in performance-critical or resource constrained
environment—is often written in languages with limited security guarantees. Specifically, C and
C++ lack type- and memory-safety, making them prone to bugs. As manual efforts do not scale
to the size of contemporary codebases, this thesis addresses the challenge of securing system
code through techniques requiring minimal manual effort. We tackle this challenge along three
dimensions: a language-level protection against derived type confusions, a detector for all type
confusions during testing, and lastly a novel approach to automate fuzzing of software libraries.

Our first contribution addresses illegal type conversions in C++ programs. Casting objects
through an inheritance hierarchy, a common operation in C++, may lead to exploitable type
confusion vulnerabilities. We propose type++, a novel C++ dialect that prohibits derived type
confusions by design. By inlining type information in all objects involved in derived casts, type
checks are performed at runtime for all casts, ensuring type safety. The change in object layout
requires minimal patching and incurs minimal runtime overhead—less than 1% overhead on the
SPEC CPU benchmarks, allowing type++ to discover 14 new vulnerabilities.

Our second contribution is Sourcerer, a comprehensive type confusion sanitizer. By instrument-
ing objects involved in unrelated casts on top of type++, Sourcerer detects all type confusions.
Through a specialized type information initializer, RTTIInit, we reduce the porting effort and the
performance impact. Sourcerer supports complex idioms such as unions, which were problematic
for previous tools. With a performance overhead of only 5%, Sourcerer verifies twice as many
unrelated casts as type++ on the SPEC CPU benchmarks. Notably, Sourcerer is the first sanitizer
used for a fuzzing campaign specifically aimed at type confusions. Instrumenting OpenCV, we
discover six new type confusions using seven fuzz drivers.

Lastly, we present libErator, a novel consumer-agnostic fuzz driver generator. Fuzzing
relies on executing the code which is not directly possible for software libraries. Through static
analysis and rapid feedback, libErator generates valid C drivers, exercising diverse and complex
library functions. This addresses the limited development resources available for driver creation.
Our evaluation shows that libErator achieves higher coverage in most libraries compared to
the state-of-the-art and matches the coverage of manually written drivers. Notably, libErator
discovers bugs in extensively tested libraries where other approaches fail. Finally, we characterize
the trade-off between generating and testing drivers, a balance that libErator is first to fully
explore.

This thesis demonstrates how novel approaches enhance the security of system code with
minimal developer effort. By preventing most type confusions and detecting the rest, we offer a
comprehensive solution to address the lack of type safety in C++. For C libraries, libErator
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improves the testing workflow and scales to the numerous libraries underpinning today’s software
ecosystem.

Keywords: type confusion, type safety, fuzzing, library testing, C++

x



Résumé
Les logiciels sont omniprésents dans notre vie quotidienne, des feux de circulation télécommandés
aux applications de semainier, et régissent de plus en plus de systèmes critiques. Pour assurer une
exécution continue et correcte, les bugs doivent être détectés le plus tôt possible dans le processus
de développement. Le code de bas niveau est souvent écrit dans des langages de programmation
offrant de faibles garanties de sécurité. En particulier, le C et le C++ manquent de sûreté de
mémoire et du système de type, les rendant sujets aux crashs. Les efforts manuels ne pouvant
pas suivre la tailles des programmes actuels, cette thèse aborde le défi de sécuriser le code de bas
niveau par des techniques d’automatisations.

Notre première contribution traite des conversions illégales en C++. La conversion d’objets,
une opération courante en C++, peut conduire à des vulnérabilités de confusion de types. Nous
proposons type++, un nouveau dialecte du C++ qui prévient les confusions de types dérivés. En
intégrant le type dans les objets impliqués, la validité de la conversion peut être assurée durant
l’exécution, assurant ainsi la fiabilité du système de types. Ce changement conduit à une nouvelle
disposition en mémoire et nécessite une faible adaptation du code et engendre une perte de
performance minimal tout en protégeant 90 milliards de conversions

Notre deuxième contribution, Sourcerer, est le premier détecteur complet de confusion de
types. En instrumentant les objets impliqués dans les conversions sans relation, Sourcerer détecte
toutes les confusions de types. Grâce à une nouvelle fonction, RTTIInit, nous réduisons à la fois
l’effort d’adaptation au dialect et l’impact sur les performances. Sourcerer supporte des idiomes
comme les unions, qui étaient problématiques pour les outils précédents. Malgré un surcoût en
terme de performance de seulement 5%, Sourcerer vérifie deux fois plus de conversions sans
relation que type++ sur les tests SPEC CPU2006 et CPU2017. De plus, Sourcerer est le premier
détecteur utilisé durant une campagne de fuzzing ciblant spécifiquement les confusions de types.
En instrumentant OpenCV, nous découvrons six confusions de types.

Finalement, nous présentons libErator, un générateur de harnais de test dynamique ne
nécessitant pas de code tiers. Le fuzzing, en tant que technique de test dynamique, nécessite
l’exécution du code de la bibliothèque. Grâce à une analyse statique et une évaluation rapide,
libErator génère des harnais en C valides, exerçant des fonctions de bibliothèque diverses et de
manière complexe. Ainsi, nous répondons au manque de harnais du à l’effort conséquent nécessaire
à leur création. Notre évaluation montre que libErator exerce plus de code dans la plupart des
bibliothèques par rapport aux outils concurrents et offre une couverture similaires aux harnais
manuels. De plus, libErator découvre des bugs dans des bibliothèques extensivement testées.
Enfin, nous caractérisons le compromis entre la génération et le test des pilotes, un équilibre que
libErator est le premier à explorer.

Cette thèse démontre comment de nouvelles approches peuvent améliorer la sécurité du code
de bas niveau avec un effort minimal du développeur. En prévenant la plupart des confusions de
types et en détectant les restantes, nous offrons une solution complète pour répondre au manque

xi



de sûreté des types en C++. Au vus du peu de harnais disponible pour fuzzer les bibliothèques
écrites en C, libErator augmentent la pénétration des tests sans effort manuel.

Mot clés : confusion de type, sécurité de type, fuzzing, test de librairies, C++
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Chapter 1

Introduction

Safety does not happen by accident.

Author unknown

“Software is eating the world,” observed venture capitalist Marc Andreessen in 2011 [1]. This
statement remains accurate as software continues to transform industries and daily activities—from
physical newspapers to drive-by-wire vehicles. Increasingly, computers perform tasks where fail-
ures may have catastrophic consequences. For example, ensuring the correct and safe execution
of software in flight management systems or pacemakers is paramount. Consequently, software
failures can lead to substantial economic losses [25, 29] and even deaths [62, 73]. To mitigate
these risks, security policies and techniques are gradually integrated into the software development
process, such as security by design and software testing. When applied early in the development
cycle, these approaches increase, indeed, the confidence in the software’s safety and reliability.
For example, a memory-safe programming language like Rust [85] eliminates many memory-safety
issues by design. Interestingly, software rarely displaces itself. For instance, 5M LoC—12.5%—of
the Linux kernel, which powers most of the internet, was written over 15 years ago, as shown
in Figure 1.1. More importantly, less than two-thirds of the Linux code from 2010 has been re-
placed, indicating that many legacy implementations, written in older language specifications with
lesser security guarantees, persist. Instead, software grows in size and complexity, surpassing the
100M LoC mark for projects like Chromium [20]. Such large-scale software projects face signifi-
cant maintenance challenges. For instance, in the Linux kernel, each of the 68 core maintainers is
responsible for over 100k LoC, highlighting the daunting task of ensuring code quality and security
at scale. Additionally, today’s software relies on a myriad of dependencies, simplifying develop-
ment by reusing existing code as libraries, but also creating a single point of failure for the whole
ecosystem. As our reliance on software increases, so do expectations for correctness and security.
Newer code benefits from past lessons and employs modern paradigms with built-in safety, such as
memory-safe programming languages. However, legacy code remains inherently insecure despite
the advantage of time which eliminates low-hanging bugs. Moreover, migrating a codebase to
a new language is a daunting task far from an automated process despite ongoing research, like
DARPA TRACTOR [26] for migrating from C to Rust. This suggests that many projects will be
stuck on outdated security paradigms.
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Chapter 1. Introduction

Figure 1.1 – Age of the lines of code in the Linux kernel. Legacy code rarely get replaced when new
code is added, leading to the codebase growing in size and complexity. Blank lines and comments
are included for technical reasons.

Vulnerabilities—software flaws that can be leveraged to compromise security—have many pos-
sible root causes, ranging from logic errors by the developer to out-of-date dependencies. While
memory-safety issues have historically been reported as a significant portion of security bugs—
with major software companies like Google [99], Microsoft [32], and Apple [64] attributing up to
70% [38] of all security bugs to such issues—recent efforts, in particular the adoption of memory-
safe languages, have started to reduce their prevalence [fewervuln]. Nonetheless, securing code
written in languages without a safe memory model and type system remains a critical challenge,
particularly for legacy codebases, and motivates the work in this thesis.

More specifically, we focus on two programming languages, C and C++, which are the most
widely used languages in low-level programming—ranking second and first, respectively, in popu-
larity on GitHub in 2024 [40]. Due to the desire for retro-compatibility and their original design
dating to the 1970s and 1980s, they lack a modern security focus, in particular in terms of memory-
safety. C++, released as an extension of C, provides safer paradigms (e.g., string instead of
char* allowing for length checks) while offering similar performance to C. However, C++ still
inherits inherent memory unsafety (e.g., arrays carry their bounds neither in C nor in C++) and
add complexity the language. Over the past decades, the C and C++ languages and their re-
spective ecosystems have evolved to incorporate various safety improvements. Newer versions of
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the language specifications introduced safer constructs like safer integer handling in C99 [102] or
smart pointers in C++11 [4]. Moreover, the compilers have enhanced their analysis to provide
accurate and precise warnings. Additionally, runtime protections like Address Space Layout Ran-
domization (ASLR) [110], Data Execution Prevention (DEP) [124], and Control Flow Integrity
(CFI) [14] have been introduced to mitigate exploitation. Finally, an emphasis on security testing
early in the development cycle and the development of effective tools helped prevent many security
issues. Specifically, the introduction of sanitizers—bug oracles that detect when an invariant is
violated—in conjunction with dynamic testing techniques like fuzzing identified numerous bugs in
C and C++ programs.

Memory safety violations often occur without visible program failures, making their detec-
tion particularly challenging. Modern sanitizers address this challenge by instrumenting programs
to detect safety violations at runtime, trading performance for comprehensive detection capabili-
ties [111]. For instance, AddressSanitizer [106] detects out-of-bounds accesses by placing tripwires,
special memory regions (red zones) around allocated objects, incurring a 70% performance over-
head but providing strong spatial safety guarantees during testing.

In addition to logic bugs possible in any programming language, C and C++ are prone to
memory safety violations, which can be categorized into five fundamental classes [100]:

• Spatial safety violations: Each allocated object occupies a specific memory region with
defined boundaries. Any access outside these boundaries (e.g., reading beyond an array’s
allocated size or dereferencing a pointer that has been incremented past its valid range)
constitutes a spatial safety violation.

• Temporal safety violations: Similarly to spatial safety, every allocated object has a defined
lifetime, from allocation to deallocation. Accessing an object after its lifetime has ended
(e.g., dereferencing a dangling pointer after free() or returning a pointer to a stack-
allocated variable) creates a temporal safety violation, commonly known as use-after-free
and use-after-return, respectively.

• Initialization safety violations: Using memory that has been allocated but not explicitly
initialized leads to undefined behavior. Such accesses may expose residual data from previous
allocations, potentially causing information leaks. Moreover, using uninitialized values as
pointers or array indices can trigger additional safety violations.

• Type safety violations: Converting between object types allow for flexible code and is well-
defined for specific type pairs. Interpreting memory using an incompatible type, however,
may lead to incoherent values or further spatial safety violations. Such vulnerabilities are
referred to as type confusions.

• Thread safety violations: In concurrent programs, shared memory access must be properly
synchronized between threads. Without adequate synchronization primitives (e.g., mutexes,
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atomic operations), simultaneous access to shared data can result in race conditions, cor-
rupted memory state, or inconsistent program behavior.

The landscape of sanitizers has evolved to address specific categories of memory safety violations,
each offering distinct detection capabilities and performance trade-offs. For instance, Address-
Sanitizer (ASan) [106] identifies spatial and temporal safety violations, while ThreadSanitizer
(TSan) [107] and MemorySanitizer (MSan) [112] focus on thread and initialization safety vio-
lations, respectively. Beyond these widely adopted tools, researchers have developed specialized
solutions such as SoftBound [91] and CETS [90], which provide comprehensive guarantees for spa-
tial and temporal safety. However, type safety violations remain particularly challenging to detect
comprehensively. While C’s weak type system inherently permits, and sometimes encourages, type
violations, C++ offers stronger typing mechanisms that facilitate both detection and prevention
of type safety violations. Consequently, existing type safety sanitizers [49, 59, 70] target C++
but currently protect only a subset of objects, falling short of complete type confusion detection
coverage.

To maximize the benefits of sanitizers, which enhance the bug-detection sensitivity of a testing
session, it is crucial to address other dimensions of software testing. In particular, expanding the
extent of code tested is essential. While sanitizers effectively detect violations during runtime,
their utility is inherently limited by the scope of the code exercised during testing. While manual
testing efforts are valuable, they are inherently limited by the maintainers’ time and resources.
Though automated test generation techniques exist [34, 125], industry [109] has widely adopted
fuzzing as the primary automated testing approach. Modern fuzzing frameworks [33, 133, 140]
leverage significant computational resources to systematically explore program behavior by gen-
erating and executing millions of test cases within hours. These frameworks use code-coverage
feedback from program execution to guide input generation toward unexplored paths [133] or po-
tentially vulnerable code regions [11]. While fuzzing has proven effective across various domains,
from kernel [103] to trusted execution environments [15] testing, fuzzing software libraries presents
unique challenges. Libraries cannot be directly executed; instead, they require a driver program
that exercises their Application Programming Interface (API). Creating effective drivers demands
deep understanding of the library’s architecture, expected usage patterns, and internal state man-
agement. This expertise requirement, combined with other development priorities, often results in
a scarcity of fuzz drivers, limiting the effectiveness of library testing efforts.

The two aforementioned challenges—type confusion in C++ and library fuzzing—form the
backbone of this thesis and lead to the following research questions:
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1.1. Type confusion in C++

Research questions

How can we enhance the security of the swath of legacy code written in memory-unsafe
languages by:

1. Protecting against derived type confusion vulnerabilities in C++ at runtime,

2. Efficiently detecting all type safety violations in C++ during testing, and

3. Automating testing to find vulnerabilities in C libraries?

This thesis addresses these questions through three core contributions:

(i) a novel mitigation, type++, targeting the most frequent type conversions in C++ programs,

(ii) a complete sanitizer, Sourcerer, to detect type confusions in C++ programs, and

(iii) a study of the challenges inherent to automated library fuzzing and a framework, libEra-
tor, addressing them.

Before detailing these contributions and formulating the thesis statement in §1.3, we briefly intro-
duce the underlying issues and motivate our contributions.

1.1 Type confusion in C++

Type conversion is a fundamental operation in C++, enabling flexible and generic programming
patterns. However, unlike type-safe languages, C++ permits unsafe type conversions that can
compromise memory safety. For instance, reinterpret_cast allows developers to convert be-
tween arbitrary types, regardless of compatibility of the underlying memory layout, resulting in
potential out-of-bound access. While the C++ standard clearly defines which conversions are safe
and legal, developers often perform unsafe conversions due to C programming habits, insufficient
understanding of type safety, or implementation oversights. These unsafe conversions can lead to
type confusion vulnerabilities (tracked under CWE-704 and CWE-843), which have been repeat-
ably discovered in major C++ projects including Firefox (CVE-2023-25736, CVE-2023-25737) and
Google Chromium (CVE-2019-5757, CVE-2020-6464, CVE-2022-3315, CVE-2023-6348).

1.1.1 Derived type confusion

In object-oriented C++, inheritance and polymorphism allow child classes to be used in place of
their parent classes. The reverse operation—using a parent object where a child type is expected—
requires an explicit cast operation known as derived cast or downcast. Such casts are inherently
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unsafe: for a derived cast to succeed, the object must have been allocated as the derived type or
one of its descendants. Otherwise, the cast might allow access to out-of-bounds memory since
child types are equal or larger than their parents.

Statically verifying derived cast safety is intractable due to type aliasing introduced by polymor-
phism and generic pointer types like void*. While runtime checks offer the only viable solution,
C++ objects lack the necessary type information for runtime checks by default. For polymorphic
types (the subset of classes with at least one virtual function), C++ provides dynamic_cast
which performs runtime type checking. However, when either the source or destination types are
non-polymorphic, the C++ standard mandates the use of unsafe cast operators like static_cast
or reinterpret_cast, shifting the burden of ensuring type safety to developers. Misuse of these
operators leads to derived type confusions (type confusions), resulting in undefined behavior.

Preventing and detecting type confusion bugs has been an active research area over the last
decade. CaVer [70] pioneered runtime checking of all derived cast operations. Subsequent works
like TypeSan [49] and HexType [59] improved performance through optimized data structures for
tracking object metadata throughout their lifetime. In parallel, the LLVM project—a compiler
toolchain—developed a defense for objects with RTTI. Their type checking scheme automatically
lifts unsafe casts to dynamic_cast operations, ensuring type safety through runtime checks. While
these checks, available through LLVM-CFI [120], incur minimal overhead (<1%), they only protect
polymorphic objects. CastSan [89] further improved this approach by optimizing class hierarchy
membership analysis, achieving even faster runtime checks.

These two approaches represent the current state-of-the-art in type confusion prevention and
detection: sanitizers providing protection for all derived casts at high runtime cost, and compiler-
based solutions offering efficient but partial protection. This leaves an important gap: protecting all
derived casts from type confusion while maintaining practical performance overhead. To address
this challenge, in Chapter 2, we present type++, a novel C++ dialect allowing for inline type
metadata and fast type checks. Once ported to this new dialect, a program is free from derived
type confusions. The instrumentation incurs a minimal runtime overhead, on average less than
1%, allowing for its deployment as a mitigation.

1.1.2 Unrelated type confusion

C++ supports type conversions beyond inheritance hierarchies. While some conversions are well-
defined—like user-defined conversions (To(From&)) or standard implicit conversions (e.g., bool
to int)—others, called unrelated casts, can lead to undefined behavior. These unrelated casts
fall into two categories: First, conversions involving integral types and pointers—e.g., voidp. Any
pointer can be safely converted to a sufficiently large integral type (e.g., uintptr_t or void*).
The reverse conversion is only defined when the memory contains an object of the target type.
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For example, converting a pointer to void* and back to its original type is safe, but converting to
any other type results in undefined behavior. Second, conversions between unrelated types lacking
developer-defined conversion paths. These casts always result in undefined behavior. However,
some programs still rely on such conversions due to C++ compilers’ conservative object layouts.

Current sanitizers primarily focus on derived casts, offering limited protection for unrelated
casts. LLVM-CFI [120] only verifies casts to polymorphic types and may miss violations in ad-
versarial scenarios. While Ironclad-C++ [27], a C++ dialect, bans unsafe casts entirely, only
EffectiveSan [30] attempts to detect unrelated casts through runtime type checking, albeit with
significant overhead. In Chapter 3, we present Sourcerer, a novel sanitizer designed to detect
all type confusions efficiently. Building on type++, Sourcerer extends detection to unrelated
casts and unions through a new type information initializer, RTTIInit. Our approach achieves
comprehensive type checking with only 5% overhead on the SPEC CPU benchmarks. Moreover,
Sourcerer enables the first successful fuzzing campaign targeting type confusions, discovering six
new vulnerabilities in OpenCV using AFL++ [33].

1.2 Library fuzzing

Testing software libraries presents unique challenges compared to standalone applications. To
achieve meaningful coverage, library testing requires exercising diverse API functions while building
coherent program states. To execute the library’s code, specialized programs, called fuzz drivers,
are written. They invoke library functions in valid sequences with appropriate arguments, mimicking
minimal consumer programs. Creating effective drivers demands deep understanding of: (i) the
API’s function ordering constraints (e.g., initialization, cleanup), and (ii) relationships between an
API function arguments (e.g., buffer and its size). Due to these knowledge requirements, fuzz
drivers are typically written by library maintainers, but are usually few and far between due to the
competing development priorities with new features often receiving higher priority than testing or
even maintaining existing code. This scarcity of drivers limits their effectiveness as they cover
a reduced number of API functions. Therefore, automating driver creation unleashes fuzzing’s
unmatched bug-finding capabilities on the vast ecosystem of C/C++ libraries. This requires,
however, understanding complex API dependencies to generate valid usage patterns.

This has been the focus of different work through two main approaches. First, FuzzGen [56],
Fudge [5], OSS-Fuzz-Gen [54], and UTopia [60] learn API usage from existing code or test cases.
While effective, these consumer-dependent approaches cannot exercise functionality absent from
their training data. On the other hand, Hopper [18] takes a consumer-agnostic driver genera-
tion approach by fuzzing libraries through an interpreted intermediate representation. However,
this approach limits fuzzer integration, constraining its effectiveness. The challenge of generat-
ing diverse and valid drivers at scale remains. In Chapter 4, we present libErator, a novel
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consumer-agnostic approach that generates valid C drivers compatible with any fuzzer. Through
static analysis and rapid testing feedback, libErator creates drivers that exercise complex library
functionality. More importantly, libErator characterizes the trade-off between driver generation
and testing time, investing a problem faced but not addressed by previous tools. Our evaluation
shows that libErator finds bugs in well-tested libraries where other approaches fail, while achiev-
ing comparable or better coverage than existing techniques.

1.3 Thesis contribution

This thesis advances the security of C and C++ code through novel approaches that enhance both
software testing effectiveness and runtime safety. We focus on two critical challenges: (i) prevent-
ing and detecting type confusion vulnerabilities in C++, (ii) and automating the testing to software
libraries. Towards these goals, we make three core contributions:

(i) type++: a novel C++ dialect that prevents derived type confusion by design with minimal
runtime overhead, enabling its use as a mitigation in production;

(ii) Sourcerer: a comprehensive sanitizer that efficiently detects all type confusion vulnerabilities
during testing; and

(iii) libErator: an automated approach for generating fuzz drivers that enables balancing
between shallow and deep testing of C libraries without requiring existing consumer code.

Together, these contributions demonstrate how language-level changes and automated tech-
niques can significantly improve software security while minimizing developer effort.

1.3.1 type++

type++ is a novel C++ dialect that prohibits derived type confusion by design. By augmenting
objects involved in derived casts with inline Runtime Type Information (RTTI), type++ can per-
form runtime checks throughout object lifetimes, guaranteeing type safety. Our instrumentation
requires minimal code changes, typically affecting less than 0.04% of the codebase. Inlining type
metadata avoids the expensive object tracking of previous sanitizers, requiring instrumentation
only at cast sites and object allocations. Implemented on top of LLVM, type++ provides warnings
for incompatible idioms to assist developers during porting. The protection added by type++
incurs negligible runtime cost, allowing its deployment as a mitigation. Additionally, type++ is
free of false positives by design while providing complete protection for derived cast operations.
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Our evaluation using SPEC CPU2006 and CPU2017 benchmarks demonstrates type++’s com-
patibility with the C++ standard, minimal runtime cost (<1%), and effectiveness at preventing
derived type confusions. Our results show protection for up to 23× more casts than previous
mitigations while identifying 122 type confusions, including 14 previously undetected issues. A
case study on Chromium further shows that partial deployment of type++ is practical, protecting
94.6% of vulnerable classes with less than 1% runtime overhead.

1.3.2 Sourcerer

The second core contribution of this thesis is Sourcerer, the first comprehensive type confusion san-
itizer with practical runtime overhead. While type++ prevents derived type confusion, Sourcerer
extends detection capability to all type conversions, including unrelated casts. As the first tool to
reliably check casts from generic pointers (e.g., void*), Sourcerer instruments all classes involved
in explicit cast operations. To facilitate the necessary change, Sourcerer introduces a specialized
type information initializer, RTTIInit, that reduces the divergence between our dialect and stan-
dard C++. This approach achieves complete type safety—even for unions that remained so far
unsupported—while maintaining a modest runtime overhead of 5.14% on the SPEC CPU bench-
marks. Our evaluation shows that Sourcerer protects twice as many unrelated casts as type++
and detects 30 previously unknown type confusions in the SPEC CPU benchmarks. More sig-
nificantly, we conduct the first successful fuzzing campaign specifically targeting type confusion
vulnerabilities. By instrumenting OpenCV, a widely-used computer vision library, with Sourcerer
and AFL++, we discover six new type confusion vulnerabilities, demonstrating the effectiveness
of combining comprehensive type checking with modern fuzzing techniques.

1.3.3 libErator

Our third contribution, libErator, addresses the challenge of automated library testing through
a novel driver generation technique that operates without requiring consumer code. We first char-
acterize the fundamental trade-off between time spent generating drivers and time spent testing
them—a challenge faced but not addressed by previous work. Based on this insight, libErator
generates fully-featured C drivers while allowing developers to optimize this trade-off for their spe-
cific libraries. libErator employs static analysis to infer both argument dependencies within API
functions and relationships across function calls. From this analysis, it constructs API chains—
sequences of function calls that maintain program state consistency. Each chain is augmented
with necessary setup and cleanup code. To avoid wasting testing resources, libErator uses
rapid testing feedback to eliminate redundant or ineffective chains early in the process.

Our evaluation demonstrates libErator’s effectiveness in finding bugs even in well-tested
libraries. Compared to consumer-aware approaches, libErator achieves similar or better cover-
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age. More importantly, when compared to competitors, both consumer-agnostic and consumer-
dependent tools, libErator explores more or similar amount of code paths in the 15 target
libraries and discovers 24 new bugs—where previous tools found at most two.

1.4 Thesis Statement and Organization

Thesis statement

By incorporating safety at the language-level and through automation, system code can be
protected with minimal human involvement. First, through a novel dialect of C++, we
enable type safety for large code bases. Second, by automating fuzz driver creation, we
scale testing to low-level library APIs.

Thesis Organization. This thesis is distributed across three chapters. Chapter 2 describes the
type++, a novel C++ dialect free of derived type confusion. Chapter 3 details Sourcerer, the first
complete type confusion sanitizer capable of fuzz testing. Finally, Chapter 4 presents libErator,
a fuzz driver generation technique balancing generation and testing when fuzzing library.
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• Nicolas Badoux, Flavio Toffalini, and Mathias Payer. «Sourcerer: channeling the void».
In: International Conference on Detection of Intrusions and Malware, and Vulnerability
Assessment. Springer. 2025

• Flavio Toffalini et al. «Liberating Libraries through Automated Fuzz Driver Generation». In:
Proceedings of the ACM on Software Engineering, ACM New York, NY, USA, July 2025.
doi: 10.1145/3729365. url: https://dx.doi.org/10.14722/3729365
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1.4. Thesis Statement and Organization

Doctoral candidate’s contributions.

• type++. The doctoral candidate is the first author and the main contributor to the pa-
per. The doctoral candidate designed the type++ dialect, implemented the compiler, and
conducted three quarters of the evaluation.

• Sourcerer. As the first author and main contributor to the paper, the doctoral candidate
implemented the compiler, and conducted the evaluation.

• libErator. The doctoral candidate contributed to the design throughout the project, some
implementation, and conducted a third of the evaluation. He contributed extensively to the
writing of the paper.
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Chapter 2

type : Prohibiting Type Confusion
With Inline Type Information

J’ai compris que ça parlait de fantômes

My mum

The C++ language provides high-performance and object-oriented abstraction capabilities.
C++ organizes objects in parent-child relationships, in which child classes inherit (and extend)
attributes and functions from their parents. Ideally, any new class represents a new type in the
program, thus designing flexible software architectures. Casting operations enable more modular
software development as objects can be passed to functions defined for another type. Unfortunately,
C++ does not enforce type safety and cannot check the correctness of all cast operations due to
limited type information available at runtime, resulting in the risk of type confusion. Type confusion
happens when the program interprets an object as belonging to a different type. In these attacks,
fields may be interpreted as different types (e.g., an int misinterpreted as a pointer) or invoking
unexpected virtual functions. Type confusion vulnerabilities in C++ applications are a building
block to mount code-reuse [104] and data-only attacks [57] in a wide range of software products,
such as Telegram (CVE-2021-31318), Firefox (CVE-2023-25736, CVE-2023-25737), or Google
Chromium (CVE-2019-5757, CVE-2020-6464, CVE-2022-3315, CVE-2023-6348). Across all these
CVEs, developers tried to detect these vulnerabilities (e.g., using static_cast or custom runtime
type information) but ultimately failed due to mismatches between the expected static types in the
source code and the dynamic type of the objects at runtime. Type confusions are reported under
the Common Weakness Enumeration CWE-704: Incorrect Type Conversion or Cast and caused
by CWE-843: Access of Resource Using Incompatible Type.

Considering the impact of type confusion attacks and other memory safety issues, researchers
designed new languages that are type-safe by design, such as Java or Rust [85]. These languages
prohibit erroneous typecasts, mitigating this attack surface. As C++ remains widely used in
legacy C++ codebases, protecting C++ from type-safety violations is crucial. However, due to
its compatibility with C and the lack of inherent runtime type information for non-polymorphic
objects, enforcing type safety in C++ presents significant challenges. This compatibility introduces
a duality between C++ classes and C-style structs, where once an object is allocated, its type
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cannot inherently be retrieved from (raw) memory. While polymorphic objects benefit from runtime
type information through virtual table pointers (vptr), non-polymorphic objects remain opaque at
runtime, leaving them vulnerable to type confusion attacks. due to the compatibility between
C++ and C, enforcing type safety and thereby mitigating type confusion is challenging. For
interoperability, C++ provides an almost duality between classes and C-style structs. Once an
object has been allocated, there is no inherent way of retrieving its type from the memory encoding.
In C, casts merely determine the fields’ offset. With polymorphic objects (those with virtual
functions), C++ introduces vtable pointers (vptr), i.e., Runtime Type Information (RTTI) to
uniquely identify the type of the object. Without vtable pointer, the type of a memory area
remains opaque at runtime. C++ provides different cast operations offering varying guarantees.
Only dynamic casts execute a runtime check, but can only be used for polymorphic objects since
they rely on the RTTI of vtable pointers. Conversely, static casts leverage the declared types in
the source code to statically check class relationships while C-style casts carry neither a dynamic
nor static check. To enforce type safety, only dynamic_cast should be used [117], an option that
core contributors of the standard envision to ease even at the cost of breaking the Application
Binary Interface (ABI) [116].

LLVM-CFI [120] leverages RTTI to protect casts involving the fraction of polymorphic objects,
i.e., only around 3% of all the casts in our benchmarks. Alternatively, the academic community
proposed several sanitizers [30, 49, 59, 69, 80, 81, 95] that track all objects involved in down-to
casts and check their types against disjoint metadata. However, they incur high overhead and
are imprecise (e.g., if object copy is incorrectly tracked), resulting in both false positives and false
negatives. Therefore, C++ remains prone to type confusion, a common attack vector used in
exploits.

By introducing type++, a C++ dialect, we tackle type confusion vulnerabilities from a
language perspective. By relinquishing some compatibility (with negligible impact in practice),
type++ checks down-to casts at runtime, guaranteeing that objects are only used under the re-
spective types specified at initialization. Our C++ dialect builds on the property that each object
is typable throughout its lifetime. type++ associates a unique type (i.e., a hidden field) to each
object. This inline type field is key for fast and effective type checks for all casts, similar to other
type-safe languages (e.g., Java or Rust). At the same time, type++ is highly compatible with
existing C++ programs. The few incompatible code patterns are easy to detect, and therefore
amenable to straightforward patching. We analyze and classify the code adaptations that type++
requires. For each, we study solutions and measure the impact of such modifications on real
cases. Where the code patterns are incompatible with type++, we devise compile-time warnings
and errors that aid developers in porting code to the type++ dialect.

To demonstrate the efficacy of our dialect, we implement type++ by extending Clang and
LLVM. Our compiler takes C++ programs as input, produces warnings in case of incompatibilities,
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and then emits executables protected against downcasting type confusion.1 We deploy type++
across the two compiler benchmarks SPEC CPU2006 [50] and SPEC CPU2017 [13]. Additionally,
we develop a benchmark to compare type++ to external metadata approaches. Moreover, we
apply our type++ compiler to Chromium to show compatibility with, likely, today’s most complex
C++ code base. We choose the SPEC CPU benchmarks because their use cases range from
simple examples (e.g., NAMD ∼3 kLoC) to large, complex programs (e.g., Blender ∼600 kLoC)
and because it allows comparison with previous works. We successfully compile around 2,040 kLoC,
encompassing both SPEC CPU2006 and CPU2017. Chromium is a massive, fast-moving project,
and only setting up the environment to compile it with a different LLVM version may take months.
We manage to protect 3,030 classes (out of 3,201 — 94.6%) in roughly twelve man months, while
we deem the remaining classes easy to address given developers familiar with the codebase. For
all our use cases, we measure the performance overhead, the number of lines of code modified
during the porting, and compare it with existing runtime type confusion mitigations.

Our results show that type++ only incurs on average a 0.94% overhead when considering both
SPEC CPU2006 and CPU2017 together, which is two orders of magnitude faster than HexType,
a state-of-the-art type confusion sanitizer. Additionally, type++ validates 23 times more casts
than LLVM-CFI. Compared to previous approaches, type++ does not suffer from false-positive
type confusion detection since it is free from incorrect object lifetime tracking that plagued the
previous type confusion detectors. Finally, type++ remains highly compatible with the current
C++ ISO Standard. When looking at the SPEC CPU benchmark suite, inspecting the warnings
resulted in modifying 125 LoC and 131 LoC for SPEC CPU2006 and CPU2017, respectively. For
Chromium, our porting modifies only 229 LoC out of the 35 MLoCthe project contains.

To sum up, our contributions are:

• Specification of type++, a C++ dialect that enforces safe down-to cast by design through
our baseline property that all objects remain typable throughout their lifetime.

• Study the adaptation required to port standard C++ programs over to type++ and propose
an analysis/mechanism to help developers with this task.

• Evaluation of type++ against both SPEC CPU2006 and SPEC CPU2017, demonstrating
its high compatibility and low performance overhead.

• Characterization of the porting for Chromium on type++ through a twelve months long
study, along with a discussion of this effort.

The full source code, the documentation to replicate our experiments, and our technical reports
are open-source: https://github.com/HexHive/typepp/.
1 Unless differently specified, we use the term type confusion to refer to downcasting type confusion throughout the

chapter.
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2.1 Background

C++ is an object-oriented programming language with diverse features and constraints due to the
tight relationship with the systems programming language C. Here, we detail the concept of class
hierarchies (§2.1.1), C++ casting operations (§2.1.2), and the type confusion problem (§2.1.3).

2.1.1 Classes hierarchies and polymorphism

C++ relies on classes to implement polymorphism, which allows a developer to abstract generic
concepts and reduce code duplication in a program. In the simplest schema, classes are organized
hierarchically in parent-child relationships. This approach allows child classes to extend or override
some functionality of the parent. In particular, C++ implements function override using a vtable,
which is a table of function pointers to so-called virtual functions [113]. For instance, the classes
Greeter and Execute in Listing 2.1 are both children of the class Base. Conversely, the class
UnrelatedGreeter is disconnected from the inheritance tree. Defining a new class means intro-
ducing a new type in the program according to the language’s type system. Therefore, an object
of type Greeter cannot be used where an Execute or UnrelatedGreeter object is expected.

2.1.2 Casting in C++

Casting allows the programmer to reinterpret the runtime type of an object. In addition to implicit
conversion, C++ features five distinct casting operators with distinct rules and properties. The
developer is responsible for choosing the appropriate casting operator.

• const_cast strips the const and volatile property of an object. This operation has its
caveats but is unrelated to type confusion. They are thus considered out of scope.

• dynamic_cast changes the type of an object with runtime verification validating the com-
patibility of the object’s type. The validation routine mandated by the language specification
generally requires the presence of metadata in the form of Runtime Type Information (RTTI). As
RTTI is only available for polymorphic types, dynamic_cast cannot be used for non-polymorphic
objects. The C++ Core Guidelines recommends dynamic_cast in almost all use cases as the
performance impact is, despite rumors, negligible [117].

• static_cast changes the type of an object similarly to dynamic_cast. However, no
runtime check is performed nor is RTTI required. Limited casting validation is performed at
compile time, namely the check searches for a path in the type hierarchy from the source to the
target type. Lacking any runtime verification, wrong casts (e.g., an object of type Parent could
be cast into Child) lead to type confusion vulnerabilities. Casting a pointer from outside the class
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hierarchy (e.g., char* or void*) into an object of a specific class is permissible as well. Incorrect
usage of static_cast is the main culprit for type confusion in C++ applications.

• The reinterpret_cast operator reinterprets the underlying memory area of the object as
the target type. Verification happens neither at compile time nor at runtime, and the correctness
is delegated to the programmer, thus raising similar security issues to static_cast.

• In C++, C-style casts are automatically replaced at compilation time by following a pri-
ority schema: a const_cast is preferred over a static_cast, which in turn is favored over a
reinterpret_cast. The first operator that satisfies compilation is selected. Due to their defini-
tion in terms of the other C++ casting operators, C-style casts inherit the underlying potential for
type confusion vulnerabilities.

2.1.3 Type confusion

Type confusion vulnerabilities fall into two categories, namely down-to-cast and unrelated type
(or void*) casting. Down-to-cast are portrayed in the functions downToCast() (line 28) while
an unrelated type cast occurs in the unrelatedType() function (line 34) in Listing 2.1.

Down-to-cast vulnerabilities happen when a base class is cast into a subclass. In our example,
the program treats an instance of a class Execute as if it is an instance of the Base class (line 42).
Then, the base class is passed to the function downToCast() (line 43) which finally casts it into
a Greeter object (line 29). At this point, the program erroneously considers the pointer g as a
Greeter, however, the entry in the vtable of g points to the function exec that activates the
payload (line 31) instead of the harmless sayHi function.

Unrelated cast vulnerabilities, instead, exploit backward compatibility for C programs that
allows pointers to be considered as a generic type void*. In our example, the pointer b is
an instance of class Execute (line 42). When unrelatedType() takes b as input (line 44), the
compiler loses any type information of b. Therefore, the pointer can be cast as UnrelatedGreeter
(line 35). The wrong cast allows an adversary to invoke exec() (line 37).

In the literature, there are two main approaches to mitigate these issues. First, approaches
based on disjoint metadata structures trace and check the type of objects at runtime for down-
to-cast [49, 59, 71, 95]. However, these approaches introduce considerable overhead and low
precision. For instance, incorrect tracking of the object lifecycle (e.g., due to not propagating
metadata during object copies) causes stale metadata which might result in both false positives
and negatives. False positives arise when the allocator reuses the space of a previously deallocated
object without updating the metadata, thus leading to a misalignment between the actual object
type and the stale metadata. False negatives, instead, appear when an object’s metadata is
unavailable and the system cannot decide whether a type violation occurred. Second, approaches
may use existing (partial) type information to implement (partial) runtime type checks, e.g., based

17



Chapter 2. type : Prohibiting Type Confusion With Inline Type Information

1 #include <iostream>
2

3 class Base { // Parent class
4 /* Other fields and functions */
5 };
6

7 class Execute : public Base { // Child of Base
8 public:
9 virtual void exec(const char *program) {

10 system(program);
11 }
12 };
13

14 class Greeter : public Base { // 2nd Child of Base
15 public:
16 virtual void sayHi(const char *str) {
17 std::cout << str << std::endl;
18 }
19 };
20

21 class UnrelatedGreeter { // Unrelated class
22 public:
23 virtual void sayHello(const char *msg) {
24 std::cout << "Hello: " << msg << std::endl;
25 }
26 };
27

28 void downToCast(Base* b, const char *msg) {
29 Greeter *g = static_cast<Greeter*>(b);
30 // exec() is invoked instead!
31 g->sayHi(msg);
32 };
33

34 void unrelatedType(void* p, const char *msg){
35 UnrelatedGreeter *g = reinterpret_cast<UnrelatedGreeter*>(p);
36 // exec() is invoked instead!
37 g->sayHello(msg);
38 };
39

40 int main(int argc, char *argv[]) {
41 const char *payload = "/bin/bash";
42 Base *b = new Execute();
43 downToCast(b, payload);
44 unrelatedType((void*)b, payload);
45 delete b;
46 return 0;
47 }

Listing 2.1 – Example of a C++ class hierarchy. The functions downToCast and unrelatedType
are examples of down-to-cast and unrelated cast type confusion vulnerabilities, respectively.

on pre-existing RTTI metadata and dynamic_cast in C++. Unfortunately, C++ allocates RTTI
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metadata only for polymorphic objects, thus limiting the type check coverage. type++ overcomes
the limitations of both approaches by defining a new C++ dialect that allocates inline metadata for
all objects involved in downcasting, enforcing precise type checks, thus prohibiting type confusion
by design.

2.2 Threat Model

As type++ can be deployed both as a sanitizer and as a mitigation, our threat model encompasses
both scenarios.

We assume an adversary with knowledge of an illegal downcast, i.e., the adversary knows
where in the source code the downcast is and can construct an input to trigger a type confusion
through this downcast. Our work prevents such type violations. More precisely, and in line with
previous work [49, 59], arbitrary writes are out of scope for our mitigation. We assume that the
attacker cannot modify the type information embedded in objects. This assumption is challenging
to guarantee in practice but deploying mitigations like DEP, stack canaries, ASLR, CFI, and safe
allocators [9, 84] approximates it. However, even with such mitigations, all out-of-bounds writes
may not be prevented. For example, given a strcpy missing a length check and an array of
objects whose layout ends with a char* object, an out-of-bound write may overwrite the next
object vtable pointer.

Additionally, we assume a correct implementation of the type++ compiler and of the underlying
operating system. Finally, as type++ does not rely on secrets, arbitrary reads do not generally
compromise type++’s guarantees [84]. Leaking code pointers may allow an attacker to circumvent
ASLR. While there are already many code pointers (e.g., vtable pointers) available as target,
type++ will increase the number of code pointers and, thereby, augment this attack surface.

2.3 type++ specification

C++ cannot enforce type safety due to the compatibility requirements of C++ objects with C
structs. Also, historically, C++ compilers ran into performance and optimization constraints for
type checks [113]. Yet, type violations are frequently used as the initial bug in exploit chains.
Enforcing type checks as part of a safe C++ dialect mitigates these security risks. Essentially,
C++ strictly associates a type only to polymorphic classes, all other structures and classes re-
main vulnerable to type confusion bugs. For simplicity’s sake, we refer to classes and structures
interchangeably. Our proposal, type++, is a novel C++ dialect that mitigates downcasting type
confusion by design. In particular, type++ assigns a type to all objects of a program and en-
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forces runtime checks for all down-to casts. We call this concept Explicit Runtime Types, formally
described as:

Property 1 (Explicit Runtime Types.) Given all classes C S of a program P , type++ associates
a unique type T to each class A ∈C S at compile time. Embedding the type T into each object of
class A enables explicit type checks before each downcast, ensuring their correctness.

In practical terms, Property 1 ensures that each instance of a class A embeds a field that
uniquely identifies its type. In classic C++, instances of polymorphic classes embed a vtable
pointer for this purpose and a pointer in the RTTI section encodes the type information. Our
property generalizes this requirement from polymorphic objects to all objects. We enforce this
property at compile time. The introduction of this extra pointer allows a program to implement
strict downcasting protections, thus mitigating completely these type confusion attacks. In our
evaluation (§2.5), we show that adopting type++ provides strong protection at low performance
overhead. Our system can, therefore, be used both as an effective sanitizer (helping developers
discover and fix bugs) and as a powerful mitigation (preventing exploitation of type confusion
vulnerabilities through early program termination).

Enforcing Property 1 protects all objects, thus achieving strong type safety mitigation by de-
sign. In practice, however, type confusion attacks require the execution of a cast. Thus, adversaries
target only classes involved in these casts. Therefore, without loss of generality or security, adding
type information only to classes involved in downcasting operations achieves the same security
guarantees as protecting all classes. Furthermore, blindly embedding type information into all
classes might change assumptions in the code about a class, thus possibly reducing the compat-
ibility between type++ and the C++ standard. In type++, we consider that a class is involved
in downcasting operations if anywhere in the program an object of that class is either cast to
a different type in the same hierarchy or if a cast returns an object of this type. Upon these
considerations, we introduce a additional property, called Explicit Runtime Types for Cast Objects,
that specializes Property 1 and assigns a runtime type only to those classes at risk of down-to
type confusion attacks. We formalize this property as follows:

Property 2 (Explicit Runtime Types for Cast Objects.) Given the classes C S of a program P ,
type++ associates a unique type T to each class A ∈C S if A is involved in a downcasting operation.

To enforce Property 2, we infer, during a compile-time analysis phase, which classes are involved
in downcasting. Then, we associate a unique type T only to those classes involved in casting
operations. In §2.5, we measure the impact of this optimization and show that enforcing Property 2
on SPEC CPU required us to change only 314 LoC out of 2,040 kLoC (around 0.04%).

To further improve the compatibility between standard C++ and type++, a developer can
restrict Property 2 only to a subset of classes, manually annotated in the source code. This allows
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developers to apply type++ only to some program components, thus reducing the number of
incompatibilities to address. This feature is implemented as an additional property called Explicit
Runtime Types for Annotated Objects, formally described as:

Property 3 (Explicit Runtime Types for Ann. Objects.) Given the classes C S of a program
P , and a set of annotated classes AC ⊆ C S, type++ associates a unique type T to each class
A ∈ AC .

The enforcement of Property 3 enables us to deploy type++ on complex programs, such as
Chromium, by using limited resources (i.e., graduate students unfamiliar with the Chromium code
base) and protecting 94.6% of its classes. Further information about this case study is provided
in §2.5.4.

In the rest of this section, we discuss the differences between type++ and standard C++.
Without loss of generality, we mainly consider Property 1 as it has stricter assumptions, while we
switch to Property 2 or Property 3 only in clearly stated specific cases.

2.3.1 Affected programming patterns

type++ relies on Property 1 to ensure strong typing. However, this protection also introduces
new assumptions not considered in the C++ standard and that lead to different programming
patterns. Here we discuss the new patterns introduced by type++ and how to adapt legacy C++
code to our dialect. Since porting consumes precious developer time, we measure the impact of
such efforts in §2.5. Our evaluation shows that the trade-off between adopting type++ and the
new security guarantees is acceptable.

Phantom casting. Listing 2.2 shows an example of phantom casting. A phantom class is a parent-
child relationship where the child’s data layout is equivalent to the parent’s data layout [59] (lines 3
and 5). Even though this corresponds to an illegal downcast in principle, in practice, current C++
implementations ignore phantom casting to maintain interoperability between C and C++ code.

Solution and Impact: Even though this practice may be exploited for de-facto type confusion [77],
type++ allows their usage for backward compatibility. However, since this may cause issues in
later development, we implement a static analysis to find active cases. In our evaluation, we report
no such type confusion when applying Property 2 (§2.5.1).

sizeof()/offsetof() usage. C++ offers the sizeof() and offsetof() operators. The
former checks the size of classes or structures. The latter, instead, returns the offset of a field with
respect to a class or structure. In Listing 2.3, we show an example as part of a Substitution
Failure Is Not An Error (SFINAE) expression [58]. Adopting type++ introduces an extra
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1 #include <stdio.h>
2

3 class BaseType { /* other fields */ };
4

5 class PhantomType : BaseType {};
6

7 void checkCast() {
8 BaseType *ptr = new BaseType();
9 // The following cast results in Undefined

10 // Behavior in standard C++ but is commonly
11 // tolerated as both classes have the same layout.
12 if (dynamic_cast<PhantomType*>(ptr) == NULL)
13 printf("error!\n");
14 }

Listing 2.2 – Example of phantom casting

RTTI pointer in the classes yes and no (lines 8 and 12), altering their expected size and the
results of val (line 28).

Solution and Impact: sizeof and offsetof return the correct values when taking the extra type
field into consideration, which is the expected behavior for most use cases (e.g., malloc(sizeof(T))).
However, issues may arise when comparing the results with a scalar or with another value returned
by these operators. Comparison with a scalar (e.g., sizeof(no) == 2) is already discouraged
in standard C++ as the type size might be implementation-dependent. With type++’s extra
type field, the expected scalar will differ. To mitigate the misuse of these features, we design
two strategies. First, one can enforce Property 2 to reduce the number of instrumented classes,
thus improving the cross-compatibility between standard C++ and type++. Second, we designed
a static analysis to emit a warning whenever an instrumented class is used as a parameter of
sizeof() or offsetof(). Our evaluation shows high usage of this pattern, specifically 957
occurrences for Property 1 and 129 occurrences for the relaxed Property 2 in SPEC CPU bench-
marks. In practical terms, a single pattern (e.g., a SFINAE template) required a trivial source
code adaptation. This high compatibility is due to the small number of scenarios where sizeof()
misbehave (i.e., when comparing to a scalar or when padding is involved as in Listing 2.3). The
code adaptations are also usually simple (e.g., increasing the size of no to over 16 bytes, line 12).
We discuss these cases in more detail in §2.5.1.

Implicit placement new. Listing 2.4 shows an example of implicit placement new. The class
Y is used to allocate memory for X in a similar fashion to the placement new C++ operator.
Without type++, the objects instantiated by classes X and Y have the same size (line 11) and
may be used interchangeably—as long as the developer accepts the underlying type confusion.
However, in type++, due to the Property 1, class X and class Y contain an RTTI pointer which
increases the class size. Therefore, the resulting size of class Y exceeds the one of class X as
it includes space for two vtable pointers, its own mandated by RTTI and the one contained in
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1 #include <iostream>
2

3 struct foo {
4 typedef float X;
5 };
6

7 struct yes { // type++: sizeof(yes) == 16
8 char c[1]; // due to struct padding matching
9 }; // the alignment of the \acrshort{RTTI} pointer.

10

11 struct no { // type++: sizeof(no) == 16
12 char c[2]; // due to struct padding matching
13 }; // the alignment of the \acrshort{RTTI} pointer.
14

15 template <typename T>
16 struct has_typedef_X {
17

18 template <typename C>
19 static yes& test(typename C::X*);
20 template <typename>
21 static no& test(...);
22

23 static const bool val = sizeof(test<T>(nullptr)) == sizeof(yes);
24 };
25

26 int main(int argc, char *argv[]) {
27 std::cout << std::boolalpha;
28 std::cout << has_typedef_X<int>::val << std::endl; // standard C++: false, type++: true
29 std::cout << has_typedef_X<foo>::val << std::endl; // true for both standard C++ and type++

,→
30 return 0;
31 }

Listing 2.3 – Code example of sizeof() in SFINAE. The issue arises because sizeof(yes) and
sizeof(no) now have the same size due to extra padding when using type++.

__blob_ (line 4) for the vtable pointer of X . type++ reports the type confusion between class
X and class Y but might produce an error at runtime as the cast at line 9 leads to out-of-bound
accesses.

Solution and Impact: As classes X and Y are not related, type++ alerts the developer of the
type confusion. The valid fix would be to replace this pattern with the C++ placement new
operator. In type++, this pattern cannot be handled automatically and requires a fix for valid
execution. While current C++ compilers accept this pattern, it relies on Undefined Behavior as the
translation between X and Y is not well-defined. In our evaluation, we found 131 (for Property 1)
and 3 (for Property 2) instances of this pattern in the 2,040 kLoC of the SPEC CPU benchmarks.
However, none of them resulted in a runtime error nor produced unexpected behaviors (i.e., the
benchmarks’ output was correct). In addition to reporting the type confusion, type++’s analysis
identifies this code pattern and warns the developer that a fix is necessary.
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1 class X { /* other fields */ };
2

3 class Y {
4 char __blob_[sizeof(X)];
5 };
6

7 int main(int argc, char *argv[]) {
8 X* x;
9 Y* y = reinterpret_cast<Y*>(x);

10 X* z = reinterpret_cast<X*>(y);
11 static_assert(sizeof(X) == sizeof(Y), "error");
12 // The above assert is true in standard C++ but
13 // false in type++.
14 return 0;
15 }

Listing 2.4 – Code example of implicit placement new

2.4 type++ technical details

2.4.1 Default constructors

To enforce the above properties, type++ requires a default constructor for each instrumented
class to set the vtable pointer of an object correctly. We use the default constructors for handling
heap allocators (§2.4.3) and union (§2.4.4) initialization. However, naively synthesizing default
constructors might break either the C++ semantic or the original program logic. For instance, a
class might be purposely designed without a default constructor to be a Plain Old Data (POD)
type or a non-clonable object (i.e., classes without copy constructor [113]).

To automatically inject dummy default constructors without breaking either the C++ standard
nor the developer intention, type++ uses a two-step compilation approach. The first step verifies
that the program is C/C++ compliant without considering the type++ specifications, i.e., ensuring
that the program adheres to the C/C++ semantic and is free of compilation errors. In the second
step, we override the C++ semantics and forcibly inject the default constructors. Note that, if
the first step fails, the compilation does not proceed. This allows us to keep the original C/C++
language semantic along with helpful compiler warnings or error messages while synthesizing default
constructors for the vtable pointer initialization.

2.4.2 Uninitialized variables

Uninitialized variables lead to undefined behavior [127]. An uninitialized object does not call a
constructor and therefore does not initialize the vtable pointer. This might cause crashes during
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dynamic_cast as well as crashes during type++ checks. We detect the use of uninitialized
variables by enabling the Clang flag -Wuninitialized during the initial compilation and report
the warnings to the developer.

2.4.3 Allocation through C-style allocators

When an object is created using an allocator from the C-style malloc family (e.g., malloc,
realloc, or calloc), the system only reserves space for the object without initializing it, thus
not setting the vtable pointer. To enforce Property 1, our static analysis automatically identifies
the use of C-style allocators for instrumented classes. Then, it explicitly sets the vtable pointer right
after the allocation using a default constructor. Spurious use of calloc instead of malloc may
allocate more memory than required for a single object. We mitigate this behavior by retrieving the
size of the block of memory effectively allocated via malloc_usable_size() and loop through
the allocated memory, calling the constructor for as many objects that fit in the block. This
transformation allows us to correctly handle vtable pointer initialization through realloc by only
setting the vtable pointer on newly allocated memory. Indeed, calling the constructor on previously
allocated memory could result in data being overwritten. Therefore, when faced with an allocator
from the realloc family, type++ first retrieves the size of the previously allocated memory. This
allows us to compute the range of newly allocated memory and only initialize the vtable pointer
there. We process std::allocator_traits [113] likewise: For each class implementing the
trait, we identify the memory allocation and inject the vtable pointer initialization, accordingly.
While our prototype implementation relies on libc to retrieve the actual allocated size, extending
support to other systems is straightforward (e.g., via _msize on Windows [129] or malloc_size
on Mac OS X [3]).

Besides the standard system allocators, we encountered many custom allocators built on top
of the malloc primitives. Many of them injected a custom header in front of the allocated object
to store metadata or debug information. Having an extra header obscures the object’s location,
thus hindering the pointer arithmetic and causing unpredictable crashes. To automatically handle
these cases, type++ contains an allow-list with the custom allocator functions and their respective
header size. The compiler takes this number into account to locate the future objects in memory
and then invokes the constructor accordingly. The allow-list is externally configurable. We use
this technique to correctly handle POV-Ray (SPEC CPU2006 and CPU2017), Xalan-C++, and
Blender, which otherwise would generate non-protected objects (i.e., missing vtable pointer during
type checks). While our technique handles the benchmarks correctly, we recommend a rewrite of
these allocator patterns, following a modern programming style [86].
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2.4.4 Polymorphic union members

In type++, a union, like any object, must have a type attached according to Property 1. By
design, it is unknown which type a union will hold at compilation time. type++ cannot, therefore,
know which constructor to call when the union is first declared. This issue also prevented C++,
before the C++11 standard, from having polymorphic objects as union members. To highlight the
issue, let us suppose we have a union with two polymorphic classes and an int variable. When
we create an object, we cannot predict which member’s constructor to call as we do not know
which member of the union will be activated later. Explicit constructors (e.g., placement_new)
are generally needed when the type is changed through a union [24]. To automatically address
this, our compiler inserts a constructor call every time a union switches from or to an instrumented
type.

2.4.5 Initialization of const variable

const variables have to be completely initialized during their declaration [114]. In type++, the
object initialization is done in two steps: first, we set the vtable pointer, and second, we invoke
the actual object constructor. Therefore, naively applying this transformation would break the
const constraint. In our compiler, we solve this case by relaxing the const property for classes
instrumented and allowing exactly two initialization steps. First, forcibly inserting an additional
constructor exclusively sets the vtable pointer. Then relying on the native constructor to instantiate
the object. The language semantics are preserved as program correctness is verified in the first
compilation step described in §2.4.1. As an alternative, we could predict the initialization of
the const variable and initialize it in a single step, however, this requires a complex error-prone
analysis.

2.4.6 Interaction with other C++ libraries

Programs sharing classes with external libraries must agree on a common per-object memory layout.
For instance, a program P might use a class C to communicate with a library L. Compiling P for
type++ adds an extra vtable pointer to C and modifies its memory layout (due to Property 1).
Therefore, if L is not aware of the new layout of C , the program will execute incorrectly.

To solve this issue, we simultaneously build P and L with our type++ compiler and impose
Property 1 to both. This approach ensures P and L follow the same data layout. For Property 2,
we instrument the set of classes involved in casts in either P or L. However, this approach requires
each library L to be specialized for each program P . In case L is closed-source, one can tune
Property 3 and select only those classes that do not interact between P and L. This reduces
the security guarantees as all the objects of the excluded classes will not be checked at runtime
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but improves the compatibility with closed-source libraries. When possible, we highly recommend
specializing the library to avoid any risk of type confusion.

2.4.7 Interaction with the kernel and non-C++ code

Similar to uninstrumented C++ libraries, interacting with the operating system and other native
code via modified objects may create compatibility issues. Considering the burden of rebuilding
the kernel, we propose a wrapper function for system calls in libc to remove the vtable pointer
before sending modified objects to the kernel. Once the system call returns, the wrapper then
adds back the vtable pointer for further handling by the compiled program.

Due to Property 2, we did not encounter any such case in our evaluation. All type++ programs
interacted with libc without requiring any wrapper. While this is not a guarantee, the large
amount of benchmarks we executed indicates that this is not a problem in practice. Without
Property 2, each C struct, including those passed to the kernel, would be instrumented, requiring
rebuilding the kernel or inserting multiple wrappers to adjust the objects’ layout and remove
vtable pointers. This highlights the benefits of our optimization over the coarse-grained approach
of Property 1.

In general, if such translated structs are passed to non-type++ code, a compiler pass can
detect it and warn the programmer that a translation function may be required.

2.4.8 Prototype implementation

Our type++ compiler prototype is based on the LLVM infrastructure (version 13.0.0, the latest
release at project instantiation). The implementation consists of 3.1 kLoC added to Clang and
LLVM passes. In particular, we modify Clang/LLVM to (i) detect and warn in case of incompatible
code patterns, and (ii) change the data layout in non-polymorphic objects. We implement type-
casting verification by extending the security properties of LLVM-CFI [120]. Natively, LLVM-CFI
performs type checks only over polymorphic objects, thus leaving a wide attack surface for all
non-polymorphic object types. In type++, we augmented all classes with RTTI, thus extending
the coverage of LLVM-CFI.

As part of the evaluation, we create a microbenchmark to compare the overhead of different
typecasting verification approaches. As described in §2.5.3, the workload tries to mimic the
typecasting behavior of OMNeT++ which is part of the SPEC CPU2006 benchmark.
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2.5 Evaluation

Our evaluation of type++ explores four research questions:

(RQ1) What is the compatibility between C++ programs and the type++ dialect (§2.5.1)?
(RQ2) What are the new type++ security guarantees (§2.5.2)?
(RQ3) What is the overhead introduced by type++ (§2.5.3)?
(RQ4) What is the porting effort of type++ for a major C++ project (§2.5.4)?

Experimental setup. Our experiments are performed in a Docker container based on Ubuntu 20.04
running on a server with two Intel Xeon E5-2680 v4 @ 2.4GHz CPUs with 256GB of RAM in total.

Target programs. We evaluate type++ on two popular benchmarks: SPEC CPU2006 [50]
and CPU2017 [13]. For each benchmark, we select all included C++ programs, resulting in seven
targets from SPEC CPU2006 and nine from SPEC CPU2017. We additionally target Chromium
90, the most recent version compatible with LLVM 13 that is available on Debian. We mea-
sure Chromium runtime performance through JetStream2 [8], an aggregation of JavaScript and
WebAssembly benchmark.

State-of-the-art. We compare type++ against four recent state-of-the-art projects: Type-
San [49], HexType [59], EffectiveSan [30], and LLVM-CFI [120]. Note that LLVM-CFI provides
typecasting verification but limits it to polymorphic objects only. Since TypeSan, HexType, and
EffectiveSan are seven and six years old, respectively, we managed to compile them only against
the seven targets from SPEC CPU2006, while we built all the 16 targets with LLVM-CFI. We
run all the related work experiments with the experimental setting of type++. As a common
baseline, we use LLVM 13 and optimization level O2 with Link Time Optimization enabled as it is
required by LLVM-CFI. LLVM-CFI and type++ are both built on top of LLVM 13. The relative
numbers of both of them refer to native execution on LLVM 13. Likewise, we used LLVM 3.9
for TypeSan and HexType and LLVM 4.0 for EffectiveSan since they were developed for these
platforms, respectively.

2.5.1 Compatibility analysis

We perform a compatibility analysis and count lines of code (LoC) that match the programming
patterns described in §2.3.1. For detecting implicit placement new and sizeof()/offsetof(),
we employ a conservative static analysis over the AST to avoid true negatives, as done in pre-
vious works [27]. For phantom casts, we extract the class hierarchy and infer the classes’ data
layout through LLVM. Since we rely on static analysis, the final numbers are a generous over-
approximation. We implement these analyses as a plugin for Clang. Additionally, we count the
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Table 2.1 – Number of warnings in SPEC CPU2006 and CPU2017. For each cell, we indicate
the number of possibly incompatible LoC in the format (# LoC w/ Property 1) / (# LoC w/
Property 2). The numbers show that most of the programs do not require modification, while
the smallest patch modifies only 2 LoC (deal.II) and the biggest only 131 LoC (POV-Ray). This
evaluation confirms the low impact of porting C++ projects to type++ dialect. The last three
columns indicate if the program uses a Custom Memory Allocator (CMA) (i.e., C), the number of
unique program locations that introduce type confusions, and the compilation duration overhead,
respectively.

Use Case LoC Implicit
plac. new

Phantom
Casting

sizeof()
offsetof()

Uninit.
Objects

LoC Changed CMA T. C.
Errors

Comp.
Overheadadd del

SP
EC

CP
U

20
06

NAMD 3K 0 / 0 0 / 0 1 / 0 0 / 0 - - - - 106%
deal.II 94K 1 / 0 3 / 0 51 / 0 0 / 0 2 - C - 94%
SoPlex 28K 15 / 12 0 / 0 3 / 0 0 / 0 - - - - 103%
POV-Ray 78K 0 / 0 0 / 0 223 / 61 9 / 3 79 44 C 56 106%
OMNeT++ 26K 0 / 0 14 / 1 7 / 1 0 / 0 - - C - 93%
Astar 4K 0 / 0 0 / 0 9 / 0 0 / 0 - - - - 112%
Xalan-C++ 264K 5 / 0 129 / 0 13 / 0 1 / 0 - - C 4 107%

SP
EC

CP
U

20
17

CactuBSSN 63K 0 / 0 0 / 0 1 / 0 0 / 0 - - - - 108%
NAMD 6K 0 / 0 0 / 0 6 / 0 0 / 0 - - - - 110%
Parest 359K 72 / 20 7 / 0 101 / 3 0 / 0 - - - 1 108%
POV-Ray 80K 0 / 0 0 / 0 223 / 61 9 / 3 87 44 C 53 109%
Blender 615K 14 / 0 0 / 0 15 / 9 0 / 0 47 11 C 1 103%
OMNeT++ 85K 0 / 0 102 / 0 35 / 1 2 / 0 - - C 2 111%
Xalan-C++ 291K 24 / 3 125 / 0 259 / 1 0 / 0 - - C 5 109%
Deep Sjeng 7K 0 / 0 0 / 0 7 / 0 0 / 0 - - - - 117%
Leela 30K 0 / 0 0 / 0 3 / 0 0 / 0 - - - - 84%

Total 2,040K 131 / 35 380 / 1 957 / 137 21 / 6 215 99 - 122 106%

number of uninitialized objects that are undefined behavior in standard C++. These issues are
orthogonal to the type++ porting efforts and may result in miscompilation even in standard C++.
To identify uninitialized objects, we enable the flag -Wuninitialized during the vanilla compi-
lation [21]. We measure the number of affected code patterns for Property 1 and Property 2,
respectively.

Table 2.1 shows the result of our analysis. Overall, compiling the SPEC benchmarks with
Property 2 produces 179 warnings compared to 1480 warnings for Property 1, i.e., the optimiza-
tion of only instrumenting cast-related classes reduce the number of warnings by almost 90%.
When applying Property 1, we encounter a few incompatibilities with the sizeof() operator as
part of SFINAE expressions in the Boost library (similar to the example in Listing 2.3). As the
classes involved are never cast, the issues disappear when using Property 2. Generally, most of the
programs work without any modifications and only a fraction of them require manual source code
adaptations. Well-behaved programs written in modern C++ generally do not require any mod-
ifications. More specifically, we modify deal.II, Blender, and POV-Ray (in both SPEC CPU2006
and CPU2017). They require changing 314 LoC in total (around 0.04%). Besides deal.II, whose
modification was trivial, we discuss Blender porting efforts below and the ones of POV-Ray and
Xalan-C++ in Appendices §A.2 and §A.3.
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Focusing on the detected warnings, implicit placement new warnings require to inspect at
maximum 131 LoC when considering Property 1 and only 3 LoC in the case of Property 2. For
phantom casting, our analysis highlights 129 LoC for Property 1 but none when Property 2 is used.
sizeof()/offsetof() warnings concern at most 957 LoC with Property 1 and only 129 LoC
otherwise. In this case, the only real incompatibility observed with sizeof() resides in SFINAE
expressions in the Boost library. The other warnings for sizeof() are tied to memory allocation
routines, thus not causing any trouble as the size is correctly adjusted during compilation. We
do not observe any runtime errors/misbehavior related to warnings from offsetof(). We also
encounter a very limited number of uninitialized objects, 21 for Property 1 and 6 for Property 2,
respectively. Upon further investigation, we conclude that the warnings were false positives due
to the over-approximation of Clang’s default analysis and do not introduce runtime issues, such
as object initialization behind opaque conditions.

Finally, regarding custom allocators, we address them by using an allow-list of functions. During
our evaluation, we find 16 custom allocators across 6 programs (deal.II, Blender, SoPlex, Xalan-
C++, and both versions of POV-Ray). type++ gracefully handles allocators with and without
custom headers within the same program, for example, MEM_mallocN and BLI_memarena_alloc
in Blender.

Use case: Blender. We encounter three different sources of incompatibility when porting
Blender. The first problem involves shared structures (defined in .h files) between C and C++
code (§2.4.7). Due to Property 1, the structs in C++ now contain an additional vptr field,
that remains absent in the C code. This results in having two different memory layouts for the
structs in C and type++ code, leading to unpredictable crashes. We fix this issue by adding a
field of the same size as the vptr pointer at the beginning of the structure in the C code, the field
is activated only when compiling as C source code, thus adjusting the memory layout between
the two languages. Our second issue is that Blender relies on fat pointers to store metadata
information (e.g., using the LSB as object type reference). The Blender developers employ bit-
mask operations before pointer dereferencing. type++ flags these locations as type confusion as
it cannot locate the vtable pointer due to the address offset. Upon closer inspection, we observe
the vtable pointer is correctly set but the memory address is not pointing to the beginning of the
object. We manually patch the code by adding a bit-mask before cast operations to adjust the
pointer operations. If fat pointer casting is used at multiple locations, applying the unmasking
operation automatically at cast verification time could be implemented as an optional feature. As
overloading pointers is not common, we argue in favor of manually fixing a few cases. Blender
casts fat pointers only at two locations, we address this issue with 20 LoC modified. Finally,
Blender uses custom heap allocators that wrap the standard malloc family functions. In this
case, we add the malloc-like functions in type++’s custom allocator list without source code
modification (§2.4.3). Overall, we modify only 58 LoC out of more than 600K (less than 0.1%)
while the program logic stays untouched.
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Table 2.2 – Overhead and coverage evaluation of type++ and LLVM-CFI deployed over SPEC
CPU2006 and CPU2017. For each program, we indicate the average overhead measured (i.e., %),
the number of down-to casts, and unrelated casts observed in our experiments. In the right-most
part of the table, we compare LLVM-CFI and type++: the delta columns (∆) show the difference
in terms of casts protected, while the last two columns indicate type++ memory overhead.

Use Case
LLVM-CFI type++ ∆ memory (%)

(%) down-to unrelated (%) down-to unrelated down-to unrelated avg. max.

SP
EC

CP
U

20
06

NAMD -0.52 0 0 -0.82 0 0 0 0 0.58 0.59
deal.II 1.50 0 0 2.02 17,462M 122M 17,462M 122M -0.18 0.20
SoPlex -0.22 0 0 1.15 209K 28M 209K 28M 1.94 2.98
POV-Ray 0.55 0 1K 4.11 11,477M 1,342M 11,477M 1,342M 0.44 0.43
OMNeT++ 3.43 1,897M 3 4.07 2,521M 270K 624M 270K 0.35 0.16
Astar -1.16 0 0 -0.15 0 0 0 0 0.27 -0.09
Xalan-C++ -0.12 282M 4K 0.09 284M 5K 2M 612 0.32 -0.01

SP
EC

CP
U

20
17

CactuBSSN -2.54 30 0 -0.87 80K 100 80K 100 0.12 0.11
NAMD -0.47 0 0 -0.42 0 0 0 0 0.17 0.17
Parest -0.26 11M 18K -0.11 2,462M 85M 2,451M 85M -0.83 -0.58
POV-Ray 0.66 0 573 3.04 45,861M 5,370M 45,861M 5,370M 3.82 3.82
Blender 0.25 0 0 4.58 0 7M 0 7M 1.39 1.37
OMNeT++ 3.22 1,428M 6M 2.59 2,786M 6M 1,358M 829K 1.21 1.10
Xalan-C++ -0.28 227M 4K -0.81 227M 198M 0 198M 1.52 1.20
Deep Sjeng 0.12 0 0 -0.41 0 0 0 0 0.00 0.00
Leela 0.57 0 0 0.43 21M 1K 21M 1K 0.12 0.16

Takeaway. This evaluation shows the high compatibility between C++ and type++. In
particular, applying Property 2 requires limited effort to port C++ projects, i.e., we modified 123
and 131 LoC for both POV-Ray (0.16%) and 58 LoC for Blender (< 0.1%) while it protects every
cast operation. Refer to §2.6 for specifics that could limit type++ adoption.

2.5.2 Security evaluation

To evaluate the security guarantees of type++, we measure the number of downcasts checked at
runtime. Specifically, we run the 16 use cases of the SPEC benchmarks against type++, TypeSan,
HexType, and LLVM-CFI whose results are in Table 2.2 (LLVM-CFI) and Table 2.3 (TypeSan and
HexType).

Table 2.2 shows the result of our experiments in regards to coverage of type casts with type++
compared to LLVM-CFI. Due to the introduction of Property 1, type++ allows all previously
undetected objects to emerge and be properly verified. This is particularly evident for SoPlex,
POV-Ray, and Leela, in which type++ alters normal classes into polymorphic ones. type++ can
check the integrity of all downcasts, resulting in an additional 13B and 51B runtime cast for POV-
Ray 2006 and 2017, respectively. Similarly for Leela, where type++ can now monitor the integrity
of 21M down-to-casts that otherwise would remain unchecked.
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Table 2.3 – Performance comparison of type++ against TypeSan, HexType, and EffectiveSan.
Since TypeSan and HexType only mitigate down-to-casts, we do not report unrelated casts for
type++. EffectiveSan has a different definition of cast checking which does not allow a direct
comparison. We, therefore, omit the numbers and include a discussion in §2.5.3.

Use Case TypeSan HexType Eff.San type++
(%) # cast (%) # cast (%) (%) # cast

SP
EC

CP
U

20
06

NAMD 0.00 0 0.17 0 588 -0.82 0
deal.II 74.25 3,379M 6.13 3,380M 1,212 2.02 17,462M
SoPlex 0.00 0 0.00 209K 497 1.15 209K
POV-Ray 23.52 0 -2.39 0 667 4.11 11,477M
OMNeT++ 44.32 2,014M 29.21 2,014M 229 4.07 2,521M
Astar 1.70 0 1.05 0 310 -0.15 0
Xalan-C++ 35.46 283M 17.96 283M 1,593 0.09 284M

Table 2.4 – Type confusions found by HexType, EffectiveSan, and type++ in SPEC CPU. In SPEC
CPU2006, type++ finds a superset of the errors found by previous works while incurring lower
overhead.

Use Case HexType Eff.San type++

20
06 POV-Ray 0 56* 56

Xalan-C++ 2 2* 4

20
17

Parest - - 1
POV-Ray - - 53
Blender - - 1
OMNeT++ - - 2
Xalan-C++ - - 5

* Numbers from the paper that we could not repro-
duce.

Using inline cast information, combined with a complete list of custom allocators (§2.4.3),
allows type++ to overcome the coverage issues affecting disjoint metadata approaches [59]. As
shown in Table 2.3, type++ does not miss any cast and indeed protects every object passing
through a downcast. Similarly to LLVM-CFI, type++ has an option to additionally protect unre-
lated casts (i.e., cast over void*) whose classes are polymorphic or instrumented. This feature
allows type++ to stretch its protection beyond the disjointed approaches without any further
porting cost. As a consequence, type++ protects a vast number of runtime casts that, so far,
were unprotected, e.g., for SoPlex and POV-Ray 2017 (28M and 5B casts respectively).

There are limited actions to bypass type++, e.g., a possible issue could emerge if custom
allocators are not properly allow-listed by the developer. Another possibility is to use a flawed
type check logic. We assume the logic is sound (§2.2), moreover, our prototype relies on the
standard type checks in LLVM, which has been widely tested and optimized by the community.
Finally, another cause of type confusion could come from undefined behavior or other memory
safety violations, which we considered out of scope (§2.2).
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From our evaluation, we observe a total of 122 type confusions in SPEC CPU2006 and
CPU2017, among them, 14 bugs are newly discovered by type++. Table 2.4 compares the
type confusions found by type++, HexType, and EffectiveSan. type++ can mitigate all the bugs
discovered by either EffectiveSan or HexHype, demonstrating that our dialect protects an attack
surface covering both state-of-the-art tools. We discuss how we tackle type confusions in POV-
Ray (Appendix §A.2) and Xalan-C++ (Appendix §A.3). We attach detailed technical reports
describing the type confusions in our open-source documentation. These type confusions have
been fixed in more recent versions of the benchmark code. The patches are in line with type++’s
properties (e.g., using a proper class hierarchy and dynamic cast).

Takeaway. Our evaluation shows that type++ validates every downcast: it covers up to 109

more casts compared to the previous state-of-the-art, e.g., deal.II and POV-Ray have 17B and
45B more runtime checks than with LLVM-CFI.

2.5.3 Performance overhead

We assess the performance overhead of type++ over the two benchmark sets previously introduced,
SPEC CPU2006 and CPU2017. For the two SPEC benchmarks, we recompiled each use case in
vanilla (i.e., using the unmodified Clang as the compiler) and with alternative protection/mitigation
techniques, specifically, TypeSan, HexType, EffectiveSan, and LLVM-CFI. We repeated each run
five times and considered the average execution time (we observed a negligible standard deviation).
For type++, we rely on Property 2 as it offers the same security guarantee as Property 1 while
instrumenting fewer objects, reducing performance overhead. We do not evaluate Property 1
overhead as it would require analyzing a vastly superior number of warnings as highlighted in §2.5.1
to obtain a worse runtime performance and no additional security guarantees. We summarize the
evaluation of type++ against LLVM-CFI in Table 2.2, while the results against TypeSan and
HexType are in Table 2.3. In both tables, we show the runtime overhead against their baseline
(i.e., %) and count the number of casts protected at runtime. The latter is further split between
the down-to cast in the scope of type++ and the unrelated cast that LLVM-CFI and type++
additionally support. We consider only down-to-cast for TypeSan and HexType since they do
not cover unrelated casts. For EffectiveSan, we omit the number of casts since their definition
is incompatible with ours. Additionally, we compare the memory overhead of type++ against
LLVM-CFI in the last two columns of Table 2.2. We also investigated the impact of patches on
the program’s performance. For this, we compile both original and patched programs against
vanilla Clang and measure the overhead. Finally, we break down the cost of each operation of
the different type-checking approaches. This shows that disjoint metadata approaches suffer from
heavy lookup costs and cannot achieve performance on par with inlined approaches.

The overhead introduced by type++ (Table 2.2) ranges from −0.87% (CactuBSSN) to 4.58%
(Blender), while the LLVM-CFI overhead stays between −1.16% (Astar) and 3.22% (OMNeT++
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2017). The type++ overhead loosely correlates with the number of additional casts protected. For
instance, OMNeT++ 2006 shows a performance overhead of 4.07% while protecting around 800M
more casts than LLVM-CFI when considering down-to-cast and unrelated casts together (around
2.5B casts in total for type++ against 1.9B casts for LLVM-CFI, i.e., 30% more). Similarly,
for POV-Ray 2006, LLVM-CFI introduces an overhead of 0.55% for protecting only 1K casts,
while type++ introduces a 4.11% overhead by covering more than 12B casts in total (down-to
and unrelated casts together). This is due to our core property that ensures that every object
possesses type information queryable at runtime, allowing type++ to stretch inline protections
already tested and optimized to every cast, including many that remained unchecked by previous
works.

In comparison with disjoint metadata structure approaches, such as HexType and TypeSan,
the benefits of type++ are even more noticeable (Table 2.3). While HexType exhibits a maximum
overhead ranging up to 29.21% (OMNeT++) and TypeSan 74% (deal.II), type++’s overhead is
limited to 4.58% and 4.11% for Blender and POV-Ray 2006, respectively. Nonetheless, type++ is
capable of protecting more casts than previous approaches, i.e., type++ covers 25% more casts
than HexType for OMNeT++. Furthermore, Property 1 allows us to protect every cast, resulting
in 14B casts from deal.II 2006 protected, that are covered by neither HexType nor TypeSan.
The performance improvement is mainly driven by type++ not requiring heavy cast tracking nor
disjoint metadata structures operations that introduce a notable overhead.

EffectiveSan uses Low-fat pointers [67] to store type information. This work shares a differ-
ent threat model compared to type++ since they trace any type of cast regardless of security
implications. The result is an impactful overhead that ranges from ∼230% to ∼1600%. This
exemplifies how Property 2 limits the overhead by focusing on real cast operations. Additionally,
we observe a few false positives when deploying EffectiveSan over deal.II. Specifically, EffectiveSan
wrongly reports as type confusion some template variables that it infers belong to different types.
Conversely, type++ did not show any false positives in our evaluation.

In terms of memory, type++ introduces a negligible overhead compared to LLVM-CFI that
stays below 1.20% on average and 1.52% at maximum. The only exception is POV-Ray 2017
with an overhead of 3.82% (average and maximum). We deem this (limited) discrepancy to be
caused by the additional casts protected compared to LLVM-CFI. Since we protect more objects,
we introduce more RTTI in memory. However, we consider the observed overhead acceptable
in practice.

The impact introduced by our patches is less than 3% in the worst case—1.46% (deal.II),
1.43% (POV-Ray 2006), 2.83% (POV-Ray 2017), 2.11% (Blender). Therefore, we argue that
the patches, while modernizing the program code, do not harm performance nor reduce type++
overhead.
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Table 2.5 – Breakdown of the cost [ns] of each operation for disjoint and inlined metadata type
checking. For HexType, verification (Verif.) is the sum of a Type check and a Lookup operation.
A cast verification is 7.7× faster in type++.

HexType LLVM-CFI/type++

Insert Delete Lookup Type check Verif. Verification

19.17 3.21 2.25 2.88 5.13 0.66

Finally, Astar, Deep Sjeng, and NAMD are examples of programs without any casting oper-
ations. In these cases, type++ did not meaningfully affect their performance since we do not
introduce any cast-checking nor modify any object.

Performance on a microbenchmark. To more precisely understand the causes of the
performance overhead for each type confusion protection, we design a microbenchmark that sep-
arates the cost of each operation. In particular, we analyze HexType as an example of the disjoint
metadata approach. HexType can be decomposed into four major operations: metadata insertion,
metadata deletion, metadata lookup, and type checking. We compare these operations with the
ones of both LLVM-CFI and type++ as they are identical. As the type information is directly
stored in the object the lookup cost is minimal, we, therefore, concentrate our effort on evaluating
the cost of the LLVM-CFI type check. Despite investing large efforts, we were unable to isolate
the different costs of the EffectiveSan prototype implementation. The prototype injects extra
optimization flags into the compilation pipeline which activates vector optimizations as part of its
LLVM integration. These extra optimizations disturb the results compared to the baseline. We
were unable to disable these extra optimizations.

Our microbenchmark mimics the OMNeT++ workload from SPEC CPU2006: it creates 480M
objects, 45% of which are involved in cast operations, and executes 2.5B cast operations in total.
Per our analysis, 99% of the casts in OMNeT++ are caused by five unique code locations that
we replicate in our microbenchmark. We also approximate the cast distribution and the class
hierarchies. The most complex cast has a five-level hierarchy between the instantiated object and
its base class. We measure the execution order of the 900M cast operations by looping through
the five cast operations. The code is written to minimize caching effects and assess the actual
cost of each operation. The benchmark is compiled with O2 as optimization level and evaluated
on the same machine as the rest of type++ evaluation.

For LLVM-CFI, we measure the duration of the validation of a static cast that type++/LLVM-
CFI instrument. For HexType, instead, we isolate and measure the four main operations of
disjointed metadata approaches: insert, lookup, delete, and type check. Table 2.5 summarizes the
results. HexType has additional costs to handle the metadata lifetime (Insert and Delete), which
is a single write for type++. Cast verification is a lookup and a type check for disjoint metadata
approaches, while it is only a RTTI verification for type++. The figures highlight the heavy cost
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of the lookup operation of disjoint metadata approaches, which is more than three times slower
than the type check itself of inlined metadata. This result shows that the key limitation of disjoint
metadata approaches cannot be resolved by faster type checks alone. In disjointed metadata
approaches, the bottleneck is caused by the query time to retrieve the data structures containing
the type information necessary for the check. It has already been optimized across the different
previous works. Currently, type checks are seven times slower in HexType than in type++. In
addition, current disjoint data structure implementations are not thread-safe, enforcing thread-
safety would likely introduce higher overhead. This leads us to conclude that type++ is the only
reasonable approach to mitigate type confusion bugs while maintaining reasonable performances, as
also shown by our experiments in Chromium (§2.5.4). Further improvements on the performance
of dynamic_cast are possible as shown in [39, 83], increasing, even more, the performance
advantage of type++ over disjoint metadata approaches.

Takeaway. type++ largely outperforms state-of-the-art approaches in terms of overhead, while
it extends inline-optimized protections to cast locations that would not be covered otherwise.

2.5.4 Use case: Chromium

In this section, we showcase the porting of Chromium to type++. We choose this project as an
example of an established legacy codebase, analyze the challenges, and compare our findings with
state-of-the-art solutions. Chromium is the open-source project underlying Google Chrome, the
most popular browser. Chromium frequently faces type confusion vulnerabilities (e.g., CVE-2019-
5757, CVE-2020-6464, CVE-2022-3315). With over 35 MLoC written in C++, it is one of the
biggest active open-source C++ projects and, therefore, an ideal target for type++. We choose
Chromium version 90, which is distributed with Debian 10. For performance reasons, Chromium
developers never use dynamic_cast, resorting to the unsafe static_cast in release builds. How-
ever, this performance trade-off comes at a security cost. Applying type++ to Chromium improves
the browser security and serves as a benchmark for type++’s real-world applicability.

In the rest of this section, we detail the result of our compatibility analysis and discuss our
deployment strategy. Then, we describe the patches applied, measure the overhead, and compare
our approach to other mitigations.

Compatibility analysis. To assess the compatibility of Chromium with type++, we execute
our analysis with Property 2, which reports 3,339 warnings (§2.5.1). 54.1% of these warnings
were linked to the implicit placement new issue, but none required a code change. The warnings,
however, correctly point to code segments where improvements were sensible. While our analysis
did not report any phantom class, it highlights 1,530 locations where sizeof was used.

Another source of potential incompatibilities comes from Protobuf [43], Google’s data for-
mat for serialized structured data. protoc, the Protobuf compiler, generates C++ code from
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1,102 (34.4%)
LLVM-CFI

1,928 (60.2%)
ported to type++

171 (5.4%)
to support

Total: 3,201 classes involved in downcasting

3,030 (94.6%) current type++

2,099 (65.6%) in scope of type++

Figure 2.1 – Chromium contains 3,201 classes involved in downcasting, among which 2,099 are in
necessary for type++ to achieve Property 2. LLVM-CFI already protects 1,102 classes (34.4%).
type++ currently supports 1,928 additional classes in Property 3 (60.2%, 91.8% in respect to “in
scope for type++”). 171 classes (5.4%) are yet to be ported. Figure not to scale.

specifications. type++ analysis reported code patterns in generated code which required a minor
adaptation to protoc to ensure that no infringing code is generated.

type++ deployment strategy. Figure 2.1 illustrates the Chromium classes involved in down-
casting operations and which fractions type++ and LLVM-CFI each protect. Enforcing Property 2
over Chromium requires instrumenting 2,099 classes and manually addressing 3,339 warnings gen-
erated by our compatibility analysis (§2.5.1). 1,102 classes already have RTTI and do not need
modification since already protected by LLVM-CFI. Coping with all the issues at once is impracti-
cable. Therefore, we adopt Property 3 to incrementally include compatible classes. For example,
the team in charge of V8 [45] could apply type++ to Chromium instrumenting classes used in V8
only. This leaves the remaining classes unmodified by type++ and allows for a gradual deployment
of type++ while reducing the risk of type confusion.

We develop a semi-automatic “delta-debugging” system that iteratively includes classes to
Property 3, compiles, and validates Chromium. We additionally include a caching system to speed
up Chromium compilation from 18 down to 6 hours on average, which remains the main bottleneck.
Despite a lack of familiarity with the codebase, in roughly eight months, we manage to compile
and run 1,928 of the 2,099 classes (91.8%) required by Property 2. These classes are linked
to 2,428 warnings, leaving 911 warnings of Property 2 (27.3%) to further manual analysis. By
considering all the classes already equipped with RTTI (34.4%) and those included with type++
(60.2%), we observe that type++ protects 1,928 classes (94.6%) involved in downcast operations
in Chromium.

Chromium patching. From the compatibility analysis, we only modify 229 LoC out of
35 MLoC of Chromium C++ code base to support the above-mentioned 1,928 classes. Most
of the changes involved assertions violated at compile time, e.g., strict sizeof comparison with
a scalar. Our patches disable these assertions. We plan to extend type++ with a special built-in
macro which would make these assertions correct for standard C++ and type++ concomitantly.
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The modifications regarding protoc were succinct and involved only three files for 28 insertions
and 19 deletions in total.

Chromium performance evaluation. Our evaluation uses the average of 10 runs of Jet-
Stream2 [8], testing three Chromium configurations: baseline, LLVM-CFI, and type++ with sup-
port of 1,928 classes (94.6% of the total). Table 2.6 shows the final results. JetStream2 reported
a score of 96.14 for baseline Chromium while LLVM-CFI suffers a 0.43% score reduction (95.73).
type++ shows a slightly worse score of 94.80, indicating a 1.42% reduction of performance com-
pared to the baseline. These results suggest that no major degradation of performance is caused
by type++. These results are in line with the ones reported by the Chromium developers who
observed that LLVM-CFI incurs less than 1% overhead when compared to the baseline [20]. The
measured overhead does not affect the final user experience. type++ performance is on par with
LLVM-CFI, and the additional 0.98% score reduction is caused by type++ protecting more than
four times as many cast operations compared to LLVM-CFI (Table 2.6). Considering the severity
of past type confusion vulnerabilities in Chromium, we argue that this extra overhead is reason-
able. We are also confident that instrumenting the rest of the classes will not result in a vastly
different performance since type++ already pays the cost by performing a failing type check for
non-instrumented classes.

Comparison with other mitigations. The deployment of different type confusion protec-
tions has variable impacts in terms of compatibility and security guarantees. Here, we study the
differences when applying type++, HexType, and LLVM-CFI—the current state-of-the-art. For
HexType, we study its deployment over Firefox, which approximates the complexity of Chromium,
thus comparing its reported results. LLVM-CFI is deployable on Chromium as part of the build
system.

After porting 1,928 classes, type++ handles 741M down-to casts (out of 830M–89.7%). From
code inspection, we conclude that the high coverage is caused by a narrow set of classes responsible
for the majority of casts. HexType on Firefox protects a maximum of only 60% of the down-to
casts. Similar to what was observed with SPEC CPU benchmarks, by protecting downcasting
operations, we also stretch the protection of type++ over 69M unrelated casts, a form of cast
that HexType cannot support. While the two browsers are not directly comparable, HexType in
general protects fewer down-to casts and misses all unrelated casts compared to type++. The
HexType authors mention that increasing their ratio of protected casts is impracticable as it would
require complex code modification to Firefox or non-trivial adaptations of allocator tracking in
HexType ([59]–Sec 5.1). In comparison, type++ already handles similar pool allocators natively
(e.g., Blender in SPEC CPU2017). On Chromium, type++ only misses casts of some classes
due to the required engineering efforts to handle a project of this size. We further observe that
HexType’s implementation suffers from false positives, i.e., type confusion that do not link to
real bugs [97]. We reached out to the authors, who confirmed our observation. In certain cases,
HexType suffers from stale metadata when the heap object lifecycle is not correctly handled (see

38



2.6. Discussion

Table 2.6 – We compare Chromium baseline against LLVM-CFI and type++ with support of 94.6%
of the necessary classes for Property 2, using the JetStream2 benchmark. A higher score is better.
The third column is the number of casts protected. The last column is the percentage of all classes
with RTTI, i.e., including the polymorphic classes from the baseline.

Chromium Perf. Score (%) Cast Classes

baseline 96.14 - - 34.4%
LLVM-CFI 95.73 0.43% 427M 34.4%
type++ 94.80 1.42% 811M 94.6%

§2.1.3 for details), thus leading to false positive type confusions. The authors confirm that they do
not delete old metadata to reduce runtime overhead. Conversely, for type++, every object embeds
RTTI inline, thus carrying correct metadata throughout the object’s lifecycle, and eradicating false
positives by design. When evaluating LLVM-CFI on Chromium, we observe it detects only 347M
(41.8% of the total) down-to casts. These numbers are in line with HexType when deployed on
Firefox, and show the large attack surface left by previous works.

Attack surface. Figure 2.1 describes the attack surface when considering baseline, LLVM-CFI,
and type++. From our analysis, there are 3,201 classes involved in down-to casts, 1,102 of them
are already polymorphic, and 2,099 are non-polymorphic (POD). In the baseline, no classes are
protected. Using LLVM-CFI cast protection, all the polymorphic classes become protected, i.e.,
34.4% of the total. The introduction of type++ pushes the tally to 94.6% of the total, almost
three times more than LLVM-CFI.

Takeaway. Compared to LLVM-CFI, type++ manages to protect almost twice the amount of
casts. Moreover, type++ reports no false positives and covers 69M unrelated casts, which would
not be verified by HexType. After porting 1,928 classes, type++ already provides higher security
guarantees than LLVM-CFI and HexType with minimal overhead.

2.6 Discussion

We discuss some potential challenges when porting source code to the type++ dialect.

Threats to type++ adoption. Previous dialects like CCured [92] and Ironclad [27], while
pushing C and C++ in the right direction, failed to gain traction as a drop-in replacement. type++
proposes less drastic changes that are easier to adopt. Nonetheless, changing the language/dialect
of a project may encounter resistance. We hope and will push for the inclusion of type++ into
the main C++ compilers, initially as an alternative dialect, to ease accessibility to type++ and
ensure future support beyond the effort of its original authors. Another likely source of opposition
is the necessary integration into a wider software ecosystem, in particular with shared libraries. We
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advise developers to favor Property 3 to ease adoption. However, this implies maintenance of the
allow-list whenever dependencies change.

Following our experiments, we identified three patterns whose occurrence in a project make
the adoption of type++ challenging. First, if a large subset of classes is shared between C and
C++ code, the effort to synchronize the data layout is substantial (§2.6). Second, instability
might arise if the project relies on undefined behavior (e.g., fiddling with the LSB of pointers).
Finally, the type field in objects should be protected against arbitrary writes, as laid out in our
threat model (§2.2). This requirement is not trivial and likely comes with additional performance
and memory overhead. Nonetheless, we consider these additional security guarantees a worthy
trade-off between performance and security.

type++ aims to remain close to C++. New features are unlikely to cause new incompatibilities
as the language moves towards type and memory safety as advocated by type++. From our
experience, the effort of porting a codebase to type++ correlates negatively with how modern the
codebase is. Codebases that expanded from C projects with little modernization take longer to
port. As time passes, we argue that new projects will naturally follow type++ properties.

Interaction with C code. Projects may combine C and C++ code (e.g., Blender, OMNeT++,
Chromium). When compiling C code, the compiler must consider that some structures contain
RTTI metadata, otherwise, the C code might misuse objects coming from C++ functions. To
solve this problem, we have to synchronize the data layout across C and C++ modules. We
envision three approaches: (i) generate new headers containing structures with an additional vptr
only for C modules, (ii) modify the structures’ data layout definition in LLVM, or (iii) add a Clang
plugin that manipulates the C AST generation and adds a vptr to the instrumented classes. As
cross-language interactions are rare, we opted to modify the structures’ data layouts, i.e., option
(i). Note that the compiler can either change these types automatically or emit a warning for the
developer.

Legacy code libraries. When interacting with legacy pre-compiled libraries, we cannot assume
that their code is aware of the class modification. Here, we have two options: (i) we automatically
infer the shared structures between legacy and type++ code and apply Property 3, ensuring equal
data layouts for them in both code sections; (ii) we rewrite the legacy binary to adjust the field
offsets. Neither option is perfect. As a fallback, we allow the programmer to manually specify
classes shared with legacy code for Property 3.

Esoteric memory allocations. Some programs allocate contiguous memory regions that con-
tain many objects in sequence. Our compiler automatically infers which objects the program is
allocating and adds their constructors accordingly (see §2.4.3). To automatically locate uncon-
ventional allocators, an analysis can identify allocators that (i) cast to a specific known class, and
(ii) the allocated size does not match the class size; e.g., A* a != (A*)malloc(sizeof(A) +
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len). As a sanity check, type++ separately reports any cast checks where the vtable pointer was
uninitialized, highlighting the presence of unhandled allocators.

Functionality guarantee. It is key to maintain functionality when porting code from C++
to type++. If the changes mandated by type++ are not enforced, under specific conditions, the
execution may deviate from the intended one. For example, in Listing 2.3, the comparison at
Line 28 switches from false to true, changing the program’s control flow. From our experience,
patterns resulting in functionality difference remain rare; they are caused by unhandled C/C++
interactions as detailed above. To prevent such issues, the developer should investigate warnings
reported by type++. Having a comprehensive test suite adds extra confidence but does not replace
a proper investigation of the conflicting patterns.

Usage as a mitigation. Due to its low runtime overhead, type++ can be deployed as
a mitigation in production to detect and protect against type confusion attacks. To this end,
developers should ensure that the latest mitigations against memory safety vulnerabilities (e.g.,
CFI) are deployed. This reduces the risk of attacks outside our threat model (§2.2) from modifying
the type expected in the check or from skipping the type check completely. Additionally, type++
must be configured so that the program aborts when type++ detects a type confusion.

Supporting unrelated casts. Since Property 1 requires all classes to contain RTTI, type++
could enable type checks on all unrelated casts. This would guarantee full type safety in regards
to all possible type confusions. This has a higher impact on performance as more type checks are
performed due to the ubiquity of unrelated casts. Additionally, the porting effort increases as more
classes need to be instrumented for Property 2. Finally, these classes are more likely to exhibit
code smell since they already rely on the ill-advised reinterpret_cast operator [117]. We leave
supporting unrelated casts for classes not involved in any downcast as future work.

Type confusions in non-C++ code. With Property 1, type++ guarantees the absence of
downcasting type confusion in C++ code but cannot protect code in another language. Type con-
fusion errors may still occur in non-C++ code, particularly C. Additionally, in the case of JavaScript
engines, multiple type confusion vulnerabilities were reported in JavaScript JIT-generated code due
to incorrect type tracking. We consider these issues orthogonal to type++ efforts.

2.7 Related work

type++ is a dialect that mitigates type confusion during typecasting operations. The literature
already has C/C++ dialects addressing such problems, e.g., Cyclone [61] is a type-safe dialect
for C extending standard C with a set of protections that inspired other programming languages
such as Rust [65] and Project Verona [87]. Likewise, Necula & al. introduced CCured [92],
another C type-safe dialect that is similarly incompatible with the C++ specification. On the

41



Chapter 2. type : Prohibiting Type Confusion With Inline Type Information

contrary, type++ is explicitly designed to overcome C++ typecasting limitations. DeLozier et
al. introduced Ironclad C++ [27], which enforces type safety in C++ programs. However, Iron-
clad C++ relies on the developers to manually adapt all classes to make them compatible with
dynamic_cast. More recently, Uncontained [66] looked for incorrect casts of C structure em-
beddings in the Linux kernel. Another approach for type safety relies on checkers to validate RTTI
information at runtime. For instance, LLVM-CFI [120] and UBSan [22] perform type checks at
runtime for polymorphic objects involved in unsafe casts. However, both tools only deal with
polymorphic classes while ignoring Plain Old Data objects. Conversely, type++ validates both
non-polymorphic and polymorphic classes. Moreover, UBSan requires heavy code modifications
hindering deployment. Alternative approaches against type confusion use checks based on disjoint
metadata structures [49, 59, 71, 95]. This introduces a large overhead and suffers from a high
rate of false positive. On the contrary, type++ blocks unsafe casting efficiently and effectively
by design, as evaluated in §2.5.2. Concurrent work [135] has looked at reducing the overhead by
not adding type checks if the developer already implemented their own. This approach is orthog-
onal to type++ and hints at further possible performance improvements. Orthogonal efforts have
looked at reducing the cost of the dynamic_cast type verification [39]. As type++ reuse this
type verification implementation, these improvements would show an even greater performance
benefit once deployed on top of type++.

2.8 type++ summary

We introduced type++, a new C++ dialect that explicitly assigns RTTI to all classes in a program.
type++ allows fast runtime type checks thus overcoming runtime overhead, low coverage, and
imprecision of previous works.

Our study on the effort to port standard C++ programs to type++ shows that our dialect
requires changing only 0.16% of a program LoC in the worst case. Over SPEC CPU2006 and
CPU2017, type++ incurs a negligible performance overhead (i.e., 0.94%—two orders of magnitude
faster than HexType) while protecting all the down-to cast operations (unlike previous works that
are limited to only a subset). We find 122 type confusion errors in SPEC CPU2006 and CPU2017,
14 of them otherwise unobserved. Finally, evaluating type++ on Chromium results in an acceptable
overhead (1.42%). All our findings, code, the material to replicate our experiments, and technical
reports describing the type confusions found are publicly released.
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Chapter 3

Sourcerer: channeling the void

The more I learn, the more I realize how
much I don’t know.

Aristotle

C++ offers high performance and flexibility but lacks strong type and memory safety guar-
antees, making it prone to type confusion (type confusion) vulnerabilities. These vulnerabilities,
discussed in detail in Chapter 2, occur when objects are misinterpreted as incompatible types,
leading to undefined behavior and potential exploitation. While existing solutions like LLVM-CFI
and type++ mitigate some type confusion cases, they fall short of providing complete coverage,
particularly for unrelated casts—explicit casts outside a class hierarchy. For example, type++
leaves 7,151M casts unprotected—(45.67% of all unrelated casts across both SPEC CPU2006 and
CPU2017). In contrast, EffectiveSan [30] addresses all cast operations by encoding type infor-
mation as low-fat pointers but requires heavy-weight modifications of all allocators and checks
the type at each pointer dereference (which, compared to casts, is a very frequent operation),
causing an unnecessarily high runtime overhead of 49%. Reliably detecting all type confusions
with a low runtime cost remains, therefore, an open challenge. Additionally, after deep inspection,
however, we observe that type++ only partially supports unions due to design limitations in the
RTTI initialization.

In this chapter, we propose Sourcerer, a novel sanitizer capable of detecting all type confusions
by enforcing a runtime type check at every explicit cast operation. The novelty of Sourcerer lies
in embedding inline Runtime Type Information (RTTI) into all object types involved in unrelated
casts, overcoming the restriction to derived casts that limits state-of-the-art solutions, e.g., type++
and LLVM-CFI. To achieve this goal, Sourcerer introduces RTTIInit, a new C++ object initializer
responsible solely of setting inline RTTI. With the introduction of RTTIInit, Sourcerer alleviates
porting issues and overcomes the limitations of previous dialects, which forcibly injected default
constructors and conflicted with the C++ standard. Furthermore, the introduction of RTTIInit
solves the type initialization at union activation, another unsupported feature in existing dialects.
As a result, Sourcerer performs runtime type validation for each cast from a non-generic types
(i.e., developer-defined types) and generic pointers (i.e., void* or integral types), finally unlocking
full type testing in C++ programs.

43



Chapter 3. Sourcerer : channeling the void

Sourcerer’s pipeline consists of two stages. First, a static analysis identifies all classes involved
in cast operations and helps the developer to adhere to the dialect. Then, our compiler generates
an executable with the initializer responsible for setting the inline type information and the nec-
essary type checks. We evaluate Sourcerer on the SPEC CPU2006 [50] and SPEC CPU2017 [13]
benchmarks1 and conduct a fuzzing case study on a leading C++ project, OpenCV [12], show-
casing the ability to use Sourcerer to find illegal unrelated casts. Overall, Sourcerer detects all
cast operations in the SPEC CPU benchmarks and incurs, on average, only a 5.14% performance
overhead. Supporting objects involved in unrelated casts requires additional code changes. We
deem the necessary adaptation of 453 out of 2,040K LoC reasonable with respect to the 4.95×
more classes instrumented compared to the instrumentation of only derived casts. In our evalua-
tion, we conduct an ablation study to understand the root cause of the observed overhead. Our
study concludes that the Application Binary Interface (ABI) change is the main cause of overhead
highlighting the possibility of drastically improving performances by modernizing specific casts.
In terms of security impact, Sourcerer identifies 152 type confusions in the SPEC CPU2006 and
CPU2017 benchmarks. Finally, we conduct a fuzzing campaign in which we deploy our sanitizer
on OpenCV [12], discovering six unrelated type confusion bugs, all missed by the state-of-the-art
competitors.

Overall, the main contributions of Sourcerer can be summarized as follows:

• Quantifying unrelated casts so far hidden from state-of-the-art sanitizers.

• Proposing an extension to the type++ dialect to check all cast operations.

• A new initializer, RTTIInit, that sets object’s type information, increasing the compatibility
with the C++ standard and reducing the runtime cost.

• A thorough evaluation of Sourcerer against the state-of-the-art.

• A case study showcasing how Sourcerer can be used to detect vulnerabilities in real-world
software through fuzzing campaigns on well-tested software.

We release the source code of Sourcerer and the documentation to replicate our experiments
as open-source at github.com/HexHive/Sourcerer.

3.1 Background

In this section, we extend on the knowledge of Chapter 2 and distinguish more clearly unrelated
from derived casts. Additionally, we introduce highlight the limitations of type++.

1 When using SPEC CPU, we refer to the SPEC CPU2006 and CPU2017 benchmarks.
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1 class Unrelated {char w;};
2 class Base {
3 public:
4 int x;
5 virtual ~Base()=default;
6 };
7 class Drvd:public Base{
8 int y[3];
9 };

10 class Sibling:public Base{
11 double z;
12 };

13 int main() {
14 Unrelated* u = new Unrelated();
15 Drvd* d = new Drvd();
16 Sibling* s = new Sibling();
17 // Safe casts: no need for verification //
18 Base* b = static_cast<Base*>(d);
19 Drvd* d2 = dynamic_cast<Drvd*>(b);
20 if(d2 == nullptr) return 1; //if cast fails
21 Base* b2 = static_cast<Base*>(s);
22 void* v = d; // Implicit generic cast
23 // ------------ Derived cast ---------- //
24 d2 = static_cast<Drvd*>(b2); // Illegal
25 d2 = reinterpret_cast<Drvd*>(b);
26 // ----------- Unrelated cast --------- //
27 d2 = static_cast<Drvd*>(v);
28 d2 = reinterpret_cast<Drvd*>(s);// Illegal
29 Unrelated* u2 = (Unrelated*) d; // Illegal
30 return 0;
31 }

Listing 3.1 – Examples of derived (lines 24 & 25) and unrelated casts (lines 27–29). We omit
statistics on safe casts (upcast and dynamic_cast, lines 18 & 19).

3.1.1 C++ casting

Casting—adjusting the type of objects—allows for flexible and generic code. While implicit con-
versions (e.g., conversions defined by the C++ standard like char to int) or the developer-defined
ones are safe, explicit casts pose the risk of undefined behavior. Specifically, unsafe casts have two
origins: derived or down casts occur when the resulting type inherits from the source class while
unrelated casts encompass conversions between two types not related by inheritance (e.g., void
or other generic pointer type).

Both unrelated and derived casts can be safe. For example, casting from void* is well-defined
if the pointed memory was previously cast from the desired type (e.g., Line 27 in Listing 3.1).
Outside these cases, the result of the cast is undefined. For example, in Line 29 in Listing 3.1 a
Drvd object pointer is illegally cast through static_cast to a Unrelated pointer. After such
a cast, the program might try to access the w attribute of the Unrelated object which is not
part of the Drvd objects. Such illegal casts are referred to as type confusions and might lead to
memory corruption. To avoid such errors, C++ developers need to maintain a mental model of
the actual object types. To do a type conversion, the C++ standard mandates the use of one of
the following explicit cast operators if the conversion is not inherently safe—e.g., neither implicit
nor defined by the developer.
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3.1.2 type++ Limitations

Research for detecting type confusions has evolved with diverse mechanisms being explored. In
the Chapter 2, we proposed a new C++ dialect mitigating, by design, type confusions in derived
casts. By extending all derived cast objects with Runtime Type Information (RTTI), type++ can
protect each derived cast, maintaining their type safety throughout the program execution. Adding
RTTI into these objects changes the Application Binary Interface (ABI) resulting in some (limited)
porting effort. To set the RTTI, their implementation artificially injects default constructors to
all classes involved in down-to casts. This solution conflicts with some C++ idioms like if it is
marked as deleted or when constructor calls are actively avoided (§3.4.5).

Crucially, type++ stops short of being completely type safe as it only partially protects un-
related casts—slightly less than half in the case of the SPEC CPU benchmarks. Moreover, in-
strumenting only a subset of cast classes breaks the implied compatibility between some classes
resulting in unnecessary porting effort. We hypothesize that the reliance on the constructor to set
RTTI is the root cause of these porting issues.

3.2 Threat Model

Sourcerer is a sanitizer for detecting all, derived and unrelated, type confusions in C++. In
particular, when a type confusion bug is triggered during testing, we expect Sourcerer to detect
the type safety violation. We assume a correct implementation of our compiler and the program to
be correctly ported to the type++ dialect. Specifically, Sourcerer is not designed for an adversarial
scenario due to possible false negatives if an attacker can leak and set type information. We refer
to §3.8 for a thorough discussion. In summary, our threat model aligns with the ones from previous
type confusion sanitizers [59].

3.3 Challenges

Upon careful evaluation of related works, we identified several unsolved challenges for type con-
fusion sanitizers. First, the state-of-the-art, e.g., type++ and HexType, offer incomplete type
safety as they miss most unrelated casts. Only EffectiveSan offers theoretically full type safety
but at an unnecessary high runtime cost, creating the second challenge we aim to address. Lastly,
we identified only partial support for unions in type++ and EffectiveSan while Sourcerer provides
complete support.
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• Unrelated casts: To detect all type safety violation, a sanitizer needs to cover all cast
operations, including unrelated casts.

• Performance overhead: For a sanitizer to be widely adopted, it should have a minimal
performance overhead.

• Union support: C++ unions allow different types to refer to the same memory. This is a
problem for type confusion sanitizers as they need to track the union type in memory.

3.4 Sourcerer’s Design

In this section, we introduce the core concepts allowing Sourcerer to address these challenges.
First, we lay out which classes need type information to truly check all casts. Then, we describe
RTTIInit, an optimized inline type information initializer reducing type++ dialect divergence and
lowering the performance overhead by 3× in comparison with the other complete type confusion
sanitizer, EffectiveSan. Additionally, we explain the key properties of RTTIInit allowing the support
of unions. Finally, we list the idioms unsupported by earlier work that Sourcerer handles, like
templates for EffectiveSan.

3.4.1 Classes to Instrument

Sourcerer’s core contribution is to check all casts. Specifically, Sourcerer instruments all the classes
involved in any derived or unrelated casts, thus extending Property 2 laid out in §2.3. Formally
and in line with the properties defined in Chapter 2, we refer to this specialization as Explicit
Runtime Types For All Casts:

Property 4 (Explicit Runtime Types For All Casts.) Given all classes C S of a program P,

Sourcerer associates a unique type T to each class A ∈C S if A is either the destination or the type
of the source object of an explicit cast.

This new property allows for the verification of all type casts while keeping the number of
classes to instrument at a minimum. Due to the ubiquity of casts from void*, the sanitizer
needs to instrument an increased number of classes—1,043 additional ones in the SPEC CPU
benchmarks, a 5× increase compared to previous works [6] targeting only derived casts. The
key insight to implement this property lays in RTTIInit, that allows transparent type information
initialization in objects without interfering with the C++ constructors.
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1 mov $0x1,%edi
2 call 47340 <malloc@plt>

1 mov $0x10,%edi
2 call 47340 <malloc@plt>
3 call 46f80 <_ZN9RTTIInitUnrelated>
4 ...
5 <_ZN9RTTIInitUnrelated>:
6 lea 0x1ad9(%rip),%rax #vtable address
7 mov %rax,(%rdi)
8 ret

Listing 3.2 – Assembly code of the malloc-ation of an Unrelated object from Listing 3.1 without
and with RTTIInit.

3.4.2 RTTIInit

The ability to type check an object at runtime depends on the presence of type information.
Typically, approaches using external metadata to track object types struggle to follow all object
lifetime events (e.g., copy). Inline metadata, as pioneered by LLVM-CFI and type++, is more
robust as the type information is stored in the object and not disjoint from the object such
as for TypeSan [49] and HexType [59]. The type information will be carried in the different
lifetime events. Therefore, only the object creation requires careful handling to ensure the type
information is correctly initialized. Typically in C++, object creation happens through new or
direct assignment, which both call the object constructor which also sets RTTI when required. The
type++ implementation followed this approach, by forcing constructor calls for object creation not
relying on any initialization but only allocation, e.g., malloc. This approach breaks different idioms
in the C++ standard like explicitly deleted constructors or const objects where initialization
should occur only once. To avoid these issues, Sourcerer introduces a new initializer, RTTIInit,
uniquely focused on setting RTTI as exemplified in Listing 3.2. By interacting only with the RTTI
field, Sourcerer avoids incompatibilities with const qualifiers and minimizes the performance cost
of setting the RTTI. Additionally, RTTIInit does not interfere with the remaining object content,
allowing for complete support of unions as detailed in §3.4.3. Lastly, our initializer, as a new
language feature, does not conflict with existing constructors or the lack thereof which was a
limitation of type++ that complicated its deployment.

3.4.3 Support for Unions

Unions, in C++, use the same memory to store objects of different types, allowing, however, only
a single type to be active at a time. The union switches type when a member is activated, either
through a direct assignment (Line 19 in Listing 3.3) or by setting a field of a union member.
As the core property of Sourcerer is to maintain inline type information throughout the program
execution, Sourcerer needs to ensure that, upon activation, the type information is correctly
updated in memory. Direct assignments do not require further handling as the incoming object’s
RTTI is already set. As a field assignment can occur when the object is already activated, calling
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1 using namespace std;
2 union Union {
3 int i;
4 char c[2];
5 };
6 struct X { Union u;};
7 union BiggerUnion {
8 X x;
9 OtherClass c;

10 };

12 int main() {
13 BiggerUnion bu; // No member active
14 bu.x.u.i = 65; // bu.x and bu.x.u.i active
15 // u should only be accessed as integer.
16 cout << bu.x.u.c[0] <<endl; // UB
17 bu.x.u.c[0] = 0x42; // u is active as char[]
18 bu.x.u.c[1] = 0x41;
19 bu.c = OtherClass(); // Direct assignment
20 return 0;
21 }

Listing 3.3 – Abbreviated snippet showing valid and invalid union member accesses. The assign-
ment at line 14 activates bu.x and u.i. Access to u through a non-active member leads to
undefined behavior (e.g., line 16) [24]. Sourcerer’s RTTIInit is called at each access while type++
misses instrumenting line 17 as calling the constructor would overwrite bu.x and u.c.

a constructor would overwrite the stored object content (e.g., Line 17 in Listing 3.3). Sourcerer,
however, calls RTTIInit at each field assignment, which sets the RTTI without modifying the
remaining object content.

3.4.4 Dialect Simplification

Sourcerer relaxes two dialect requirements introduced by type++. First, the type++ compiler
requires a default constructor to be defined for each instrumented class and has to relax the
deleted attribute in case the default constructor is defined as such. Sourcerer’s instrumentation,
on the other hand, does not use constructors and retains the intention of the developer. Sourcerer,
additionally, remove type++ changes for const variables initialization. Relying on a constructor
to set RTTI imposes a second initialization step, breaking the single initialization requirement of
const variables. Conversely, as RTTIInit is not counted as an actual initialization step, it averts
any limitation for const.

3.4.5 Unsupported Idioms in Earlier Work

While deploying Sourcerer, we encountered a C++ idiom that type++ could not support. Specif-
ically, libc++, the LLVM C++ standard library, explicitly avoids calling the object constructor
when allocating a tree node to allow for constructor homing [78], an optimization reducing the
amount of emitted debug information. Instead, they allocate a char array and then cast it to
the desired type as shown in Listing 3.4. type++ either breaks the optimization or cannot set
the RTTI, disregarding type safety. Sourcerer, on the other hand, can instrument this peculiar
allocation pattern without breaking the optimization.
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1 template <class _Tp>
2 struct __list_node : public __list_node_base<_Tp> {
3 // Starting the lifetime of nodes without initializing in order to be allocator-aware.
4 private:
5 _ALIGNAS_TYPE(_Tp) char buf[sizeof(_Tp)];
6

7 public:
8 _Tp& __get_value() {
9 return *__launder(reinterpret_cast<_Tp*>(&buf));

10 }

Listing 3.4 – Challenging idioms in the libc++ 19.0.0 list implementation. A node is allo-
cated through a char array later cast to the desired type. The constructor is later called via
construct_at. type++ calls the constructor at line 5 thereby unfortunately disabling the con-
structor homing optimization [78]. Sourcerer, on the other hand, can either allow-list the cast at
line 9 or call the RTTI initializer at line 5 without breaking the optimization.

When evaluating EffectiveSan, we identified two unsupported idioms. First, Custom Memory
Allocator (CMA) need to be replaced, incurring many LoC modifications. In comparison, Sourcerer
only requires a list of CMAs and handles their instrumentation automatically. Secondly, similarly
to the type++ authors, we encountered a false positive due to incomplete handling of C++
templates, an issue not faced by Sourcerer.

3.5 Implementation

Sourcerer needs to add inline metadata to the necessary classes and instrumentation to verify for
all casts. We implement the Sourcerer prototype on top of the modular compiler toolchain, LLVM
19.0.0 [68]. Specifically, we port the class collection, custom allocator logic, as well as the warning
analysis from type++ to LLVM 19.0.0. For RTTIInit, we copy the logic of the default constructor,
but trim it down to set only type information i.e., the vtable and the RTTI. The resulting ABI
change is similar to the one in type++—any function interacting directly with the object size might
be problematic. For verification, we rely on LLVM optimized type checks. Moreover, compared to
type++, we add support for multiple allocator edge cases such as zero-size allocation and frees
through realloc. Overall, our implementation totals 9K LoC and consists of two compilation
passes, first to gather the types and then to instrument them. We open-source Sourcerer and the
evaluation at github.com/HexHive/Sourcerer.

3.6 Evaluation

Sourcerer’s evaluation targets the following research questions:
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•RQ1: What extra efforts are required to check all unrelated casts?

•RQ2: What is Sourcerer runtime overhead compared to the state-of-the-art?

•RQ3: Which source causes the performance overhead introduced by Sourcerer?

•RQ4: How effective is Sourcerer at detecting type confusion vulnerabilities?

•RQ5: How does Sourcerer perform in a real-world bug-hunting scenario?

Experimental setup. Our evaluation runs in Ubuntu 20.04 Docker containers on a server
with two Xeon E5-2680v4 @ 2.4GHz and 256GB of RAM.

Evaluation targets. Sourcerer’s evaluation is twofold: first, we compare it to the state-of-
the-art, then we demonstrate Sourcerer effectiveness on current large-scale projects. As such, we
evaluate Sourcerer on the SPEC CPU2006 [50] and SPEC CPU2017 [13] benchmarks as they are
the common benchmarks across the state-of-the-art. For both, we select all the C++ programs
and compile them with -O2 optimization level. Overall, we evaluate Sourcerer on 2,040K LoC
lines of code across the 16 programs of the SPEC CPU suites. Additionally, we conduct a fuzzing
campaign against OpenCV [12] (commit 796adf), the state-of-the-art computer vision library,
showcasing the ability to use Sourcerer to find illegal unrelated casts. We choose OpenCV as
it is a large, 1.3M LoC, and popular C++ project with a fuzzing setup readily available from
OSS-Fuzz [109].

State-of-the-art competitors. We compare Sourcerer against a representative set of the
state-of-the-art type confusion sanitizers. Specifically, we choose type++ [6] as it is the most
recent type confusion protection and the cast checker of LLVM-CFI [120] due to its use in industry.
Finally, we report numbers from EffectiveSan [30] as it is the only other tool claiming to protect
unrelated and derived casts. Despite our efforts, we were unable to run EffectiveSan as the cast
checking configuration is neither present in the source code nor in the documentation. Lastly,
EffectiveSan checks types at pointer access, and, therefore, does not report the number of cast
operations protected. This discrepancy makes a quantitative security comparison of Sourcerer and
EffectiveSan meaningless.

For each tool, we report the performance overhead, averaged across five runs, and compare
it to the corresponding LLVM vanilla version—13.0.1 for type++, and 19.0.0 for LLVM-CFI and
Sourcerer. To assess the effectiveness of Sourcerer, we report the number of runtime cast op-
erations checked, similarly to type++. Every configuration is run with Link-Time Optimization
(LTO) enabled as required by LLVM-CFI cast checking.
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3.6.1 Porting Effort

Sourcerer follows the type++ dialect specification, and, therefore, requires similar porting efforts
to translate C++ code into its dialect. Starting from type++’s open-source patches, we address
the additional warnings caused by the classes involved in unrelated casts. As a first metric, we
report the number of extra classes that need to be instrumented to check unrelated casts. For
these extra classes, we break down the kind of unrelated cast causing their instrumentation in
the column Unrelated in Table 3.1. On average, Sourcerer instruments and monitors 4.95× more
classes than type++ as our checks stretch beyond derived casts. Some programs like POV-Ray
have few classes, e.g., 12, involved in derived casts but extensively use unrelated casts with 161
classes cast. SoPlex experiences a less dramatic increase, e.g., 3× more classes, with most classes
cast as part of libc++ data structures headers (e.g., vector). This reduces the overall effort as
porting the library is amortized across the different programs. In Table 3.1, we report the classes
requiring explicit instrumentation. The total number of types instrumented is a superset as some
classes inherit the instrumentation and templates are counted once and not per specialization.

The actual porting effort caused by the new classes is small. For the SPECCPU benchmarks,
we only modify 120 LoC on top of the type++ patches, for a total of 453 LoC patched. The new
changes are relatively minor, for example, an initialization procedure (e.g., placement_new) in
NAMD 2017. Around 20% of the LoC changed are fixes for type confusions. They are necessary
because the ABI changes do not always allow Sourcerer to recover from the subsequent memory
corruption. For example, in Povray 2017, a parent object is created by malloc-ing enough memory
but storing the returned pointer in a variable of a larger child type as exemplified in Listing 3.5. As
Sourcerer identifies the returned memory as a child object, it calls RTTIInit which set information
out of the allocated bounds, leading to memory corruption. The biggest changes were in Blender,
which interacts heavily with C code resulting in two challenges. First, as some structs are defined
in headers included in both C and C++ code, we had to mimic the presence of RTTI information in
the C code to ensure a compatible ABI. The second issue arises when, in C code, an instrumented
C++ object is cast to a pure C struct. As Sourcerer only instruments C++ code, the cast is not
checked nor does the destination type expect the RTTI field. We modified the C struct to be
aware of the presence of type information. Moreover, instrumenting more classes showed some
unexpected benefits as we could remove a patch from type++ for SoPlex as layout similarity is
restored between two types involved in an unrelated type confusion.

EffectiveSan preserves the C++ ABI but struggles with custom allocators. In their artifact,
the changes necessary for SPEC CPU2006 totaled a non-trivial 297 LoC. In contrast, Sourcerer
needs to modify 453 LoC while incurring, in the worst case, only a third of EffectiveSan’s average
runtime overhead.

Overall, we conclude that the porting efforts for Sourcerer are reasonable and in line with the
efforts necessary for similar tools.

52



3.6. Evaluation

Table 3.1 – Breakdown of the number of classes instrumented by Sourcerer as well as the number
of RTTI initialization. Total shows the number of classes that Sourcerer instruments which is
broken down into the cause of the instrumentation. Derived indicates classes involved in derived
cast and, therefore, already instrumented by type++. Then, we report the additional classes
involved in unrelated casts either from a specific type (i.e., class) or from generic pointers (e.g.,
void*). The last two columns indicate the number of instrumented objects and the percentage
which are initialized through RTTIInit.

Program LoC
Instrumented classes # RTTI

Init.
% Through
RTTIInitTotal Derived Unrelated

class void*

SP
EC

CP
U2

00
6 NAMD 4K 27 9 4 14 460K 100.0

deal.II 95K 63 12 4 47 15,875M 98.32
SoPlex 28K 39 13 6 20 726M 5.91
POV-Ray 79K 161 12 23 126 6,243M 99.97
OMNeT++ 27K 53 13 4 36 2M 65.82
Astar 4K 31 9 4 18 6,024M 91.97
Xalan-C++ 264K 149 46 5 98 1,407M 99.86

SP
EC

CP
U2

01
7

cactuBSSN 63K 31 11 5 15 334K 81.19
NAMD 6K 26 9 4 13 0 -
Parest 359K 120 26 4 90 20,384M 98.53
POV-Ray 80K 161 12 23 126 25,179M 100.0
Blender 616K 57 12 20 25 70M 74.3
OMNeT++ 86K 125 14 5 106 3M 38.93
Xalan-C++ 291K 203 46 7 150 35,276M 99.61
Deep Sjeng 7K 27 9 4 14 15M 0.0
Leela 31K 34 11 4 19 4,491M 99.53

Total 2,040K 1307 264 126 917 - -

3.6.2 Performance Overhead

Since speed is key for automatic testing, sanitizers should incur a limited performance overhead
(§3.3). Below, we quantify the performance cost of deploying Sourcerer on the SPEC CPU
benchmarks and compare it to the state-of-the-art.

Table 3.2 details the performance overhead of the different tools in the columns marked “%”.
Each value is the average performance overhead compared to a binary compiled with vanilla
Clang—version 13.0.1 for type++, 19.0.0 for both LLVM-CFI and Sourcerer. We observe a
negligible standard deviation across the five runs. As expected, the additional classes instrumented
increase the overhead of Sourcerer compared to LLVM-CFI and type++. While LLVM-CFI and
type++ are mitigations, Sourcerer’s higher overhead is outstanding for a sanitizer deployed in
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Table 3.2 – Performance and security evaluation of Sourcerer compared to the state-of-the-art.
Under “%” we report the performance overhead compared to the tool’s baseline. Then, in the
Casts column, we report how many unrelated casts were checked at runtime. The two ∆ columns
show the extra operations verified by Sourcerer on top of the competitors. The last two columns
report the average and peak memory overhead of Sourcerer in terms of the working set size.

Program LLVM-CFI type++ Sourcerer ∆ Casts Memory
% Casts % Casts % Casts LLVM-CFI type++ Avg. Max.

SP
EC

CP
U2

00
6 NAMD 0.41 1 0.27 0 0.53 1 0 1 0.45 0.45

deal.II -1.15 649K 1.95 122M 4.33 128M 127M 5M -2.17 1.95
SoPlex -0.01 206K 0.22 27M 12.64 30M 30M 4M 66.79 66.83
POV-Ray 0.92 1M 1.60 1,342M 7.93 1,345M 1,344M 4M 10.39 10.39
OMNeT++ 3.42 3 0.67 270K 3.04 284M 284M 283M 1.43 1.43
Astar 0.85 0 0.90 0 16.99 4M 4M 4M 104.89 82.03
Xalan-C++ 0.63 5K -0.54 5K -1.29 161K 156K 156K 9.28 2.85

SP
EC

CP
U2

01
7

cactuBSSN 0.47 0 -0.71 100 -0.21 21K 21K 21K 0.30 0.08
NAMD 0.52 5 -0.68 0 0.71 0 -5 0 0.23 0.22
Parest 0.36 24K 0.07 85M 2.46 106M 106M 21M 2.11 1.99
POV-Ray 0.08 39K 1.73 5,370M 9.59 5,381M 5,381M 11M 10.98 10.96
Blender 0.69 0 2.92 7M 9.62 7,643M 7,643M 7,636M 2.78 3.01
OMNeT++ 1.31 6M 0.34 6M 4.11 501M 495M 495M 2.21 2.12
Xalan-C++ -0.10 4K -0.24 198M 15.38 243M 243M 45M 4.94 4.43
Deep Sjeng -0.14 0 -1.09 0 0.45 1 1 1 16.37 16.37
Leela -0.53 0 -0.27 1K -0.19 416K 416K 414K 15.69 5.69

Avg./Total 0.26 8M 0.43 7,158M 5.14 15,666M 15,658M 8,507M - -

a testing environment. For example, UBSan [22] manifests slowdowns of up to ∼1.7x. More
precisely, Sourcerer incurs a 5.14% performance penalty but covers all casts in a program. When
looking only at SPEC CPU2006, the target set of EffectiveSan, Sourcerer overhead is limited to
6.47% compared to the 49% overhead reported by EffectiveSan’s authors. Consequently, Sourcerer
reduces the runtime overhead for a complete sanitizer by a factor of seven. In fact, Sourcerer shows
a similar overhead to HexType [59] but additionally checks unrelated casts and avoids false positives
by design.

Looking at individual programs, we observe that the overhead is not uniform. As shown in
Table 3.2, programs such as cactuBSSN, NAMD and Deep Sjeng experience virtually no overhead
but also check the fewest casts. On the other hand, SoPlex and Xalan-C++ 2017 suffer from
an overhead of around 15% due, in part, to caching being undermined by bigger objects on hot
paths. To conclude, a complete type confusion sanitizer is practical if the checks occurs at cast
time and not at the frequent dereference sites, as implemented in EffectiveSan.
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3.6.3 Source of the Performance Overhead

In this section, we study the performance cost of Sourcerer instrumentation. In particular, we
conduct an ablation study on the three following elements: the type checks, the RTTI initializer,
and the ABI changes. First, we disable the type checks but leave the instrumentation intact.
Then, we also remove the call to RTTIInit, leaving only the changes to the ABI in place. Each
experiment is compared to the same vanilla Clang baseline. We present the results in Table 3.3.

Comparing the columns Full and W/o type checks shows that the verification cost can be
important, e.g., Blender. Upon closer inspection, Blender exhibits a high ratio of failing type
checks which is a slow path. Indeed, in a testing environment, we expect the program to be
terminated upon encountering a type confusion while in this evaluation we continue to assess the
program performance. Fixing these type confusions would reduce the cost of the checks to a similar
level as in Xalan-C++ 2006 which proceeds to more, but successful, type checks. Overall, the
numerous optimizations implemented in LLVM type checks [79] allow for this limited performance
cost.

Inspecting the column ABI change only, we observe that altering the object size negatively
affects the caching behavior. Indeed, in Astar, we observe that the class pointt is instrumented
by Sourcerer. As a single byte object, adding RTTI double its size, negatively impacting caching
in the tight loops of the flexarray::add function. Reducing this overhead could be achieved by
removing all casts of pointt, and, therefore, Sourcerer instrumentation. This would return Astar
to the original caching performance and a minimal overhead. A similar issue is observed in SoPlex.
The cost of the ABI change varies a lot across programs and use-cases. Compared to type++,
this effect is magnified in Sourcerer by the additional classes instrumented.

Lastly, Table 3.3 allows us to estimate the overhead of Sourcerer’s RTTIInit as it is the only
change between the columns W/o type checks and ABI change only. Disabling RTTIInit does
not lead to a significant change in performance, highlighting the effectiveness of Sourcerer’s RTTI
initialization design.

Overall, this study highlights the cost of the ABI change, which is strongly dependent on the
program and its use-cases. Nonetheless, the average overhead of Sourcerer is lower than other
sanitizers while detecting all type safety violations.

3.6.4 Security Effectiveness

Sourcerer is a sanitizer deigned to detect all type confusions. In this section, we compare the num-
ber of cast checks against similar tools and describe the type confusions that Sourcerer identified
which were missed by previous works. From a theoretical point of view, both EffectiveSan and
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1 class X {}; // Instrumented
2

3 class A {
4 int x; // A is instrumented
5 };
6

7 class B : public A {
8 int y;
9 X x; // Need to set x

\acrshort{RTTI},→
10 };
11

12 int main() {
13 A* a;
14 a=(B*)(malloc(sizeof(A)));
15 free(obj);
16 return 0;
17 }

Listing 3.5 – Simplified excerpt of a type
confusion in POV-Ray 2017. Sourcerer
calls RTTIInit at line 14 right after the
call to malloc. Sourcerer assumes, from
the cast, that the underlying object is of
type B while the allocated size is only
sufficient for an A object. The call to
A’s RTTIInit will try to set x’s RTTI in-
formation (line 9), resulting in an out-
of-bounds write.

Table 3.3 – Ablation study of Sourcerer performance
overhead. The column Full lists the overhead of
Sourcerer compared to the baseline. The third column
shows the overhead once the type checks are disabled.
For the last column, we additionally disable calls to
RTTIInit, highlighting the cost of the ABI change.
Comparing Full and W/o type checks shows the
overhead of the cast validation. Finally, comparing
the last two columns allows for an estimation of the
overhead induced by RTTIInit.

Program Full W/o type ABI change
check only

SP
EC

CP
U2

00
6 NAMD 0.09 0.15 -0.15

deal.II 3.89 5.36 3.53
SoPlex 12.88 12.87 8.80
POV-Ray 8.58 5.20 5.41
OMNeT++ 6.28 1.37 0.05
Astar 16.51 16.86 15.53
Xalan-C++ -1.83 1.42 0.48

SP
EC

CP
U2

01
7

cactuBSSN 0.18 -1.01 -0.30
NAMD -0.15 -0.06 0.75
Parest 1.77 2.32 2.07
POV-Ray 9.73 5.68 5.95
Blender 9.16 1.00 1.26
OMNeT++ 5.96 2.29 2.90
Xalan-C++ 14.64 13.97 15.34
Deep Sjeng 0.15 0.06 0.16
Leela -0.50 -0.82 -0.51

Sourcerer provide complete coverage of all cast operations. We do not provide statistics about
EffectiveSan checks as they do not happen at cast time but at every object dereference. However,
as mentioned in §2.5, we observed false positives in EffectiveSan due to incompatibilities with
templates.

Table 3.2 reports the number of casts checked by LLVM-CFI, type++, and Sourcerer. For
each program, we list the number of unrelated casts verified during the benchmark execution.
The difference between Sourcerer and both HexType and LLVM-CFI is listed in the two columns
headed by ∆ Casts, respectively. LLVM-CFI checks a mere 8M unrelated casts, less than 1% of
all unrelated cast operations, while type++ already verifies slightly less than 50% due to classes
being involved in both derived and unrelated casts. Sourcerer covers the remaining 50% of casts,
reaching all 15.7B unrelated casts, highlighting the wide attack surface left unchecked by previous
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research. The increase in verified casts is dominated by Blender, but almost all programs benefit
from the additional type confusion detection capabilities offered by Sourcerer. NAMD 2017 is a
special case where type++ and Sourcerer report fewer casts due the changes necessary for the
dialect which removed the only cast triggered in the execution.

In regards with the security impact, Sourcerer discovered 152 type confusions in the SPEC CPU
benchmarks—30 more than the state-of-the-art. Most of these type confusions expect classes to
have identical layouts. Despite the lack of guarantee from the C++ standard, C++ compilers rarely
optimize object layouts thus, reducing the risk associated with these type confusions. Nonetheless,
relying on such undefined behaviors is unsafe despite its widespread use.

3.6.5 Sourcerer as a Sanitizer for Fuzzing Campaigns

In this section, we showcase the effectiveness of Sourcerer as a sanitizer by using our prototype
in combination with AFL++[33]. We conduct the first fuzzing campaigns targeting specifically
type confusions and compare its performance with a state-of-the-art memory sanitizer, Address-
Sanitizer (ASan) [106].

As target, we select OpenCV [12], the leading computer vision library, due to its ubiquity and
the availability of fuzzing drivers as part of the OSS-Fuzz project [109]. We unleash AFL++, a
state-of-the-art fuzzer, on the seven drivers and conduct five 24-hour fuzzing campaigns for both
ASan and Sourcerer. We replay the inputs on a binary instrumented with SanCov [119] to have
collision-free coverage and avoid different numbers of edges due to the instrumentation.

Thanks to Sourcerer’s increased compatibility with the C++ standard, few changes are nec-
essary to support the 1.34M C++ LoC of OpenCV. A peculiar issue is how the characteristics of
matrices elements (e.g., depth, size, and number of channels) are stored and later used to com-
pute the offset between elements, shunning offsetof. As Sourcerer modifies this offset, matrices
traversal results in RTTI being interpreted as matrix elements. Indeed, the type++ dialect is
incompatible with hard-coded object sizes. More importantly, this is also less portable and needs
support through #ifdef and header files. We leave out this code modernization as it involves
modifications of the core components of the library. Instead, we use Sourcerer flexibility to disable
the instrumentation of the five matrix element types—out of 668 classes involved in casts—trading
a slight reduction of the findable type confusions for easier deployment of Sourcerer.

Figure 3.1 shows the performance of the three fuzz drivers. In shaded colors are the minimum
and maximum values achieved across the five repetitions. The left graphs highlight that Sourcerer
achieves a similar branch coverage to ASan, despite being hindered by type confusion crashes. On
the right, the total number of executions of the fuzz drivers shows that Sourcerer instrumentation
is more lightweight than ASan, allowing to test more inputs.
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In terms of crashes, the two drivers, imread_fuzzer and core_fuzzer, highlighted in Fig-
ure 3.1, triggered three type confusion bugs. The crashes are caused by similar unrelated casts
to a PaletteEntry object at three different code locations. Our testing found three additional
type confusions in code assuming indistinguishability between an array of type, e.g., float, and a
Vec<type> objects, representing a vector. However, as the array is oblivious to the Vec RTTI field,
the reinterpret_cast results in shifted values and incorrect RTTI. Sourcerer’s instrumentation
makes this type confusion apparent but blocks the program execution as the object is corrupted,
hindering fuzzing progress. To highlight the capabilities of Sourcerer, we investigate if type++
can identify the errors. Since type++ does not instrument PaletteEntry and Vec, type++ was
unable to detect these errors, further showcasing the effectiveness of Sourcerer.

Previous type confusion sanitizers never conducted fuzzing campaigns likely due to false pos-
itives (e.g., HexType) or the expensive porting effort (e.g., CMAs in EffectiveSan). Sourcerer,
therefore, is the first to demonstrate the feasibility and effectiveness of fuzzing campaigns with a
complete type confusion sanitizer.

3.7 Related Works

In the next paragraphs, we discuss relevant works for type confusion sanitizers.

Type confusion defenses. TypeSan [49] and HexType [59] check derived cast by tracking object
types throughout their lifetime in an external data structure. The complexity of C++ lifetimes
leads to prohibitive cost and a high rate of false positives [97]. EffectiveSan [30] encodes, through
fat pointers, the type and bounds of an object. At each pointer dereference, they perform a bound
check and a type check causing a high runtime cost. Multiple dialects exist for C++ to prevent
by design certain classes of vulnerabilities. Ironclad C++ [27] banned unions and added type
information to every object requiring large changes to the source code. More recently, type++ [6]
(Chapter 2) proposed limited code changes to add RTTI to each object involved in a derived cast.
Finally, Uncontained [66] identifies derived type confusions in C containers, particularly in the
Linux kernel.

Type check pruning. To avoid type confusions, developers implement their own type identifiers
and checks. Recent works investigated disabling such checks when a sanitizer is deployed. In
particular, Zhai & al. [135] automatically remove type checks redundant with HexType to improve
performance. Orthogonally, HTADE [31] removes derived casts that are never dereferenced.
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3.8 Discussion

In the following, we detail Sourcerer’s limitations and possible extensions.

Custom allocator identification. Similarly to previous tools, Sourcerer tracks object lifetime
and, therefore, their allocation. While new and direct initialization sets RTTI automatically, C style
allocations (e.g., malloc, calloc, and realloc) require to explicitly initialize the RTTI through
RTTIInit. Additionally, Custom Memory Allocator (CMA) wrap the standard allocation functions
to provide extra features like memory pool or allocation metadata (e.g., ASan). To initialize RTTI,
Sourcerer as other sanitizers, must be aware of these allocators and is, therefore, configurable
through an allow-list. Orthogonally, CMAsan [52] recently automated CMAs identification in
C++ projects.

Identification of Allocation Type. To correctly set type information after an explicit allocation,
Sourcerer needs to know the allocated type. Assuming the presence of a cast to the desired type
right after returning from the allocation has proven sufficient in our evaluation. A sounder static
analysis would be able to follow allocation until their first actual assignment.

Reliance on Link-time optimization. Sourcerer relies on the type checks implemented by LLVM-
CFI which leverages the LLVM type.test function [79]. To allow optimized checks, it leverages
Link-Time Optimization (LTO) to optimize inheritance hierarchies. During libc++ instrumenta-
tion, we discovered that some casts were unchecked by LLVM-CFI as their LTO-visibility attribute
is set to expose symbols to external compilation units, preventing LLVM from emitting type checks.
Clang provides an option, -fsanitize-cfi-cross-dso, to check externally visible objects across
Dynamic Shared Objects (DSO), at the cost of lower performance and extra compilation require-
ments (e.g., position-independent code) [76]. We leave evaluating this option as future work.

Future Work. Accessing a union through a non-active member is undefined in C++ [55]. Practi-
cally, the illegal access is identical to a reinterpret_cast. To solve this issue, Ironclad C++ [27]
banned unions in their dialect. Adding type information to the types used in unions would allow
Sourcerer to check the validity of union access at the cost of additional porting effort and perfor-
mance overhead. We leave verifying union access correctness as future work.

Sourcerer is a sanitizer and, therefore, is not suited for an adversarial scenario. Multiple
improvements are necessary to mitigate type confusions. First, all source objects need to be
typed, as otherwise, an attacker controlling the object content could forge RTTI values, resulting
in false negatives. As casts to integral types are widespread (e.g., a pointer passed as a void*
argument), it would result in more instrumentation. Static analysis might reduce the number of
classes to instrument by inferring if a void pointer is ever cast in its scope. Adoption would
also require Sourcerer’s performance overhead to be reduced through, for example, type check
pruning [135] or type check removal [31] (§3.7). Code modernization, e.g., removing casts on
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hot paths or the source of instrumentation of classes heavily cached, has the highest improvement
potential §3.6.3.

3.9 Conclusion

We introduce Sourcerer, a novel type confusion sanitizer that checks all casts at runtime. By
combining inlined type information with our optimized RTTI initializer RTTIInit, Sourcerer checks
all casts explicitly while reducing the divergence of the type++ dialect with the C++ standard.
Additionally, RTTIInit supports unions and other idioms which were missing from existing tools.

We evaluate Sourcerer on the SPEC CPU benchmarks. Our tool checks twice as many unre-
lated casts compared to type++. On average, Sourcerer incurs 5.14% overhead, six times lower
than the other complete type confusion sanitizer, EffectiveSan. Our ablation study identifies the
cause of the overhead to be the required ABI changes. Lastly, during our fuzzing case study
targeting specifically type confusions, we identify six new type confusion bugs and many code
locations that would benefit from code modernization efforts.

60



3.9. Conclusion

Figure 3.1 – Fuzzing campaign results. The left figures show the branch coverage throughout the
24h fuzzing campaign. On the right, Sourcerer allows for more executions due to reduced overhead
compared to ASan.
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Chapter 4

Liberating libraries through automated
fuzz driver generation: Striking a Bal-
ance Without Consumer Code

(With a big smile) Gzzzz .... Grrrrii

Coline—4 month old fuzzer

Fuzzing has unparalleled bug-finding capabilities [33, 42, 133, 140]. This automated testing
technique stochastically samples a program’s input space, often thousands of times per second,
to trigger flaws. General-purpose fuzzing engines expect a well-defined interface (e.g., a main
function) to run the code under test. This simple but effective design paved the way for a variety
of generic and specialized fuzzers [16, 17, 19, 33, 42, 74, 93, 126, 128, 133]. Unfortunately, not all
targets have fuzzing-compatible interfaces. In particular, user-space libraries (e.g., libpng [101])
are designed to be integrated into stand-alone programs. Specifically, libraries expose a set of
functions, the Application Programming Interface (API), to interact with the library code.

To tailor a fuzzer workflow to libraries, practitioners write small snippets of code (i.e., drivers
or fuzz drivers) to tie the fuzzing engines to the library code. While some initiatives reduce the
cost of fuzzing library drivers—e.g., OSS-Fuzz [109], Google’s effort to continuously test open-
source libraries—driver creation remains, however, predominantly a manual effort [109]. Due to
the required knowledge of the library’s API and the scarcity of maintainers time, manually-written
drivers are limited in the extent of their fuzzing campaigns as well as their capacity to evolve
with the library changes. As we observe in OSS-Fuzz, fuzzed projects have generally reached a
coverage plateau where the existing drivers no longer discover new functionalities. To overcome
this limitation, academia and industry investigated approaches to create drivers automatically—
trading maintainers’ time for CPU resources—with the goal of covering new untested code paths
and thereby exposing bugs in the targets [5, 18, 47, 56, 60, 132, 136, 137, 139].

The first explored approach to generate fuzz drivers is consumer-dependent, which analyzes
the interaction of existing applications (consumers) with a library [5, 56, 60, 132, 136, 137, 139].
Consumer-dependent drivers are bounded to the patterns found in the consumers analyzed. To
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overcome this limitation, consumer-agnostic techniques [18, 47] rely solely on the library code and
apply static or dynamic techniques to infer valid library usages, thus finding bugs that may not
appear in the known consumers. All current consumer-agnostic approaches, and some consumer-
dependent works [56, 137], attempt to infer valid library usage and valid inputs simultaneously,
thus solving two orthogonal problems at once, leading to a suboptimal solution due to the ex-
ponential growth of the input space. In practice, however, the computational budget is a finite
resource T used to solve two distinct tasks: generate drivers (with the goal of maximizing poten-
tially reachable coverage) and explore drivers through inputs (with the goal of maximizing concrete
coverage and bug finding). In other terms, the time for driver generation (tgen) and testing (ttest)
is bounded by T , i.e., tgen + ttest = T . Manually written drivers allocate only testing time, while
automatic driver generation mechanisms split testing and generation according to different policies.
In Figure 4.1, we classify previous works according to their time budget allocation strategy.

Time for driver generation

Ti
m

e 
fo

r d
riv

er
 te

st
in

g 

libErator (our work)

Manually written drivers

Hopper,
GraphFuzz,
APICraft

FuzzGen

tgen+ttest= T

Figure 4.1 – The driver generation tgen
and the driver testing ttest sum up to the
total computational time T , e.g., T =
tgen+ ttest. libErator (in yellow) can
be configured with any balance of tgen
and ttest to fit the library.

libErator introduces a library testing model that
balances resources between generation and fuzzing by
leveraging three main techniques. First, API sequence
inference: through static analysis, we infer which API
sequences are more likely to contribute to coverage, al-
lowing for fast and promising drivers. Second, through
dynamic pruning of ineffective sequences, libErator
avoids wasting time on unfruitful drivers. We propose
to promptly discard broken API function sequences and
avoid extending them further. Finally, since the aim is
to test different code regions inside a library, we propose
to balance driver diversity to optimally distribute fuzzing
energy through a lightweight driver selection strategy
that diversifies the API functions used.

We evaluate libErator by targeting 15 libraries
representing varying API and input space complexity.
As a baseline, we employ existing state-of-the-art solu-
tions. We compare our approach against manually writ-
ten drivers from the OSS-Fuzz project [109], consumer-
agnostic works, Hopper [18], and consumer-dependent works, namely UTopia [60], Fuz-
zGen [56], and OSS-Fuzz-Gen [54]. Comparison with OSS-Fuzz demonstrates that libErator’s
drivers perform deep and complex library interactions, similar to the ones written by experts, i.e.,
for six out of 12 libraries we achieve higher coverage. While, compared with Hopper, we reach
more coverage in eight out of the 13 libraries supported. Against consumer-dependent approaches,
we achieve comparable coverage for UTopia despite their spurious use of internal API functions,
and exceeds FuzzGen and OSS-Fuzz-Gen. Most importantly, we found 24 confirmed bugs in li-
braries already extensively tested by OSS-Fuzz, Hopper, or OSS-Fuzz-Gen. We upstream fixes
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for 21 of them and are in discussion with maintainers to contribute the respective drivers. More-
over, libErator experiences 25% of true positives, which doubles similar works [60]. These
experiments demonstrate the capability of libErator to improve library testing capabilities.

In short, our key contributions are:

• A consumer-agnostic library model that balances driver generation and testing. Our model
automatically generates valid library interactions and discovers code faults.

• We build our library model on three techniques: API sequence inference to proactively hint
at promising sequences of API function calls, dynamic pruning of ineffective sequences to
learn dysfunctional sequences, and driver selection technique to better distribute testing
energy.

• libErator, an end-to-end framework that implements our consumer-agnostic library model
and generates fuzz drivers for libraries by solely relying on their source code. We release the
implementation of our prototype as open source, see Chapter 6.

• A detailed evaluation of our results against the state-of-the-art driver generation technique
and manually written drivers, discussing the trade-offs of each approach.

4.1 Automatic Library Testing

Fuzz testing or fuzzing is a dynamic testing approach that leverages high execution throughput to
sample the input space and discover bugs. Guided fuzzers [33, 133] leverage execution feedback
to bias the input generation towards bug-prone code paths. These techniques have shown their
effectiveness in industry [37, 41, 134] and are widely deployed, e.g., thousands of projects are
continuously fuzzed by OSS-Fuzz [109]. However, not all software is equally amenable to fuzzing.

Software libraries provide functionalities that, otherwise, should be re-implemented in each
project with the risk of repeating past mistakes and bugs. Interactions between the main program
and a library happens through functions part of the Application Programming Interface (API). To
enable a fuzzer to test a library, an entry point, taking the form of a program, has to be created.
These programs, called drivers, might require non-trivial inputs (e.g., files) and should build the
necessary state to interact, ideally, with the full library’s API. libFuzzer [108], the pioneer in library
fuzzing, models drivers as stub functions, called LLVMFuzzerTestOneInput, which takes as input
a buffer of bytes. This flexible interface has been adopted as a standard in other popular fuzzing
tools [33, 133]. Notably, libFuzzer executes drivers in a loop with different inputs to minimize the
startup overhead. Therefore, drivers must exit cleanly, e.g., by invoking free or closing files, to
avoid lingering states leading to non-reproducible bugs. The number of drivers remains limited as
they are manually written, e.g., only eight out of the 15 libraries evaluated have multiple drivers.
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1

2

3

4

1 extern "C" int LLVMFuzzerTestOneInput(const uint8_t *data, size_t size) {
2 vpx_codec_ctx_t codec;
3 vpx_codec_dec_cfg_t cfg;
4 size_t frame_size;
5 uint8_t *frame; /* size(frame) == frame_size */
6 ...
7 cfg = ... /* from data */
8 frame_size = ... /* from data */
9 frame = malloc(frame_size);

10 memcpy(frame, /* from data */, frame_size);
11 /* codec cannot be populated from data! */
12 ...
13 vpx_codec_dec_init(&codec, VPXD_INTERFACE(DECODER), &cfg, 0);
14 const vpx_codec_err_t err = vpx_codec_decode( &codec,frame, frame_size, nullptr, 0);
15 ...
16 vpx_codec_destroy(&codec);
17 return 0;
18 }

Listing 4.1 – Simplified example of a C driver from libvpx highlighting the four driver regions:
1 variable definition, 2 input transfer, 3 API chain execution, and 4 state cleanup.

Listing 4.1 presents an abbreviated driver written by the libvpx maintainers [46]. Without
loss of generality, we decompose the driver in four regions: 1 variables definition, 2 input
transfer, 3 API chain execution, and 4 cleanup. Region 1 declares the necessary variables for
the driver. Region 2 bridges the fuzzing input into the respective variables. However, not all
the variables can be populated with raw data, e.g., codec has internal pointers fields and requires
invocation of vpx_codec_dec_init. Region 3 consists of the API chain, i.e., a valid sequence
of API calls. API chains are composed of a valid sequence of function calls and correct variables
as their respective arguments. Finally, region 4 cleans the driver state to avoid memory leaks,
e.g., vpx_codec_destroy releases codec at Line 16.

4.2 Challenges for Automatic Driver Generation

Driver generators aim at inferring valid and interesting API Chains (§4.1). However, not all
API function call combinations are valid. Producing valid chains introduces challenges exempli-
fied through a combinatory exercise. Given a library that exposes N API functions, an under-
approximation of the number of possible API Chain is given by N |API_C hai n|. This means that
the search space grows exponentially with the chain size. This approximation is conservative as it
does not consider function arguments. On top of that, each API Chain has its own input space
that can be modeled as a bitstream of length I. On classic targets, the fuzzers only sample the
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input space (i.e., 2I ). Conversely, in automatic library testing, the system is also responsible for
generating drivers, thus extending the search space to at least N len(API_C hai n) ×2I . Therefore,
creating valid API Chains is an additional dimension requiring ad-hoc reasoning. We study how
current approaches model library testing, and propose a new solution to better address this extra
dimension.

Current works generate drivers by synthesizing API Chains and searching for valid inputs
simultaneously [18, 47, 56, 137]. They assume coverage to be a fair feedback, i.e., API Chains
reaching more coverage should be expanded, leading to critical limitations. First, API Chains may
face a coverage wall, meaning they do not reach new coverage, however, the fuzzer needs more
time to pierce through the perceived coverage wall. When this occurs, current works misjudge the
API Chain as unpromising and stop testing it. Second, libraries may require a long sequence of
API function calls to initialize complex structures to unlock access to deep library code. However,
prefix API Chains may not reach meaningful coverage and thus be ignored, despite being crucial
for longer API Chains. Third, current works produce new API Chains continuously, without testing
them deeply. Hence, an explosion of undertested API Chains hinders the overall testing progress.

By surveying the state-of-the-art, we define three challenges that drive libErator design.

(C1) Predicting complex API combinations. To reduce the computational cost associated with
the generation, it is crucial to predict which API Chains are interesting.

(C2) Avoiding coverage wall biases. Come up with a strategy to learn, and avoid building on,
unfruitful API Chains that should not suffer from biases created by coverage walls.

(C3) Deep testing of API Chains. To efficiently fuzz, libErator needs to avoid redundant
testing of similar API Chains and invest computation cycles on diverse library usages.

4.3 Driver Specification

In this section, we detail the characteristics of the generated drivers. libErator’s prototype
creates functional and valid drivers written in C, compatible with existing fuzzers like libFuzzer [108]
or AFL++ [33]. Therefore, libErator needs to use coherently the variables passed to the API
functions. This constrains some technical choices, such as the type system and the handling of the
variables lifetime. Most of our solutions extends ideas from previous works [18, 56]. libErator’s
design is language-agnostic and adaptable to other scenarios.

Table 4.1 – libErator’s partition of the
type system. The “Source” column indicates
the source of information necessary for the
analysis, while the other columns describe
which properties they possess: whether they
can be referenced (R), allocated (A), or ini-
tialized from fuzzing input (I).

Type R A I Source

Primitive Types 3 3 3 Header Files
Primitive Arrays 3 3 3 Header Files
Strings 3 3 3 Header Files
File Paths 3 3 3 Library Code
Stub Functions 3 Header Files
Incomplete Structures 3 Header Files
Complete Structures 3 3 3 Library Code

Type System. libErator’s type system lever-
ages previous works insights [18, 56], which are sum-
marized in Table 4.1. Specifically, libErator triv-
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ially handles primitive types (e.g., int, char). For
pointers, we try to infer the length of the under-
lying array through a data-flow analysis. For dy-
namically sized arrays, the driver allocates a buffer
(i.e., through malloc), we extend this approach to
multidimensional arrays. We verify if some func-
tion argument of specific types (e.g., uint, size_t)
control the size of dynamic allocations, and bound
their value to avoid out-of-memory errors [123]. In
the case of char*-like types, we terminate the buffer
with NULL. Additionally, through data-flow analysis,
we infer if chars arrays are used as file path in known
system functions (e.g., fread), and, in such case, allocate a temporary file to store the fuzz in-
put. Moreover, libErator handles complete and incomplete structures. Incomplete types lack
information regarding their size [96], and therefore cannot be allocated. Consumers can only have
pointers to incomplete types and use the library’s APIs to handle their lifetime. E.g., at Line 13 in
Listing 4.1, the second argument of the function vpx_codec_dec_init is incomplete and can only
be created through the VPXD_INTERFACE function. Complete types, instead, may need non-trivial
API Chains to be properly initialized, as in the case for vpx_codec_ctx_t, which needs a correct
sequence of API calls (Line 13). Lastly, we handle function pointers by synthesizing empty stub
callback functions from the API source code, and using their address in the API function calls.

Lifetime Properties. Drivers need to handle their internal variable lifetime. Specifically, we
support the three variable lifetimes of C: local, dynamic, and static. Local variables are allocated
in the driver’s stack frame and released once the driver terminates its execution. Dynamic variables
must be allocated and freed coherently. To this end, our analysis mark library functions that create
variables, i.e., returning allocated structures (e.g., via malloc), and functions that delete variables,
i.e., function arguments passed to free. If an API function returns a pointer to a global reference
(e.g., BSS), we consider the memory location as static. API functions that create, delete, or
return static reference hint at inter-API dependency. E.g., an API function that allocates objects
should appear early in the driver. Likewise, API functions that free objects should appear during
cleanup.

Var-Len. libErator supports API arguments dependency between a variable and its length
(Var-len). Two API arguments, called V and L, are in a Var-len relation if V points to buffer
and L indicates V ’s size, e.g., in Listing 4.1, the function vpx_codec_decode requires data to
be a buffer of bytes (V ) of size frame_size (L). We ensure that Var-len arguments are used
coherently. Previous works already investigated Var-len properties [18, 60], and we expand on
their insights.
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Figure 4.2 – libErator’s architecture. The library source code is analyzed to model the API
function arguments and the type system into the API Flow Graph (AFG). Then, the driver gener-
ation module synthesizes new drivers and select a diverse set. Finally, the drivers are tested in a
fuzzing campaign.

Loop-Index: When a for or while loop traverses a buffer V , the loop index L represents its upper
bound (e.g., while(i<L) V[i]). To this end, we develop an inter-procedural analysis, while
UTopia employs an intra-procedural approach.

Buffer Directly Controlled: Libraries may use the argument L to calculate the last valid address
of the buffer V (e.g., last_V=&V[L]) and iterate until then. libErator is the first to support
these cases.

Third-party Functions: External functions may manipulate buffers, e.g., memcpy. If V and L are
used as source and size in memcpy (e.g., memcpy(V,data,L)), then we assume a Var-len relation.
Our analysis first locates the buffer arguments used in transfer data functions and then checks if
any other API function argument is used as a size parameter. Our prototype handles the main
libc functions known to transfer/alter buffers, e.g., strcpy, memcpy, and memset, and allows for
the integration of third-party functions.

4.4 libErator Design

libErator’s end goal is to produce fuzz drivers that (i) can be used in production, and (ii)
exhibit diverse library interactions. libErator’s design centers around the challenges introduced
in §4.2. Each challenge is addressed by a dedicated technique implemented as a module, see
Figure 4.2. All the modules refer to a central data structure, called API Flow Graph (AFG),
that encodes API function information. Specifically, the AFG provides hints for creating long API
chains thus addressing challenge C1. The AFG is produced by the static analysis module (§4.4.1)
taking only the library source code as input. By leveraging the AFG, a driver generator module
(§4.4.2) produces new drivers through an algorithm that learns to avoid invalid API Chains, i.e.,
API function sequences that do not adhere to the library semantic. This improves the rate of
correct drivers without suffering from coverage wall biases, thus tackling the challenge C2. Then,
libErator uses a lightweight clustering algorithm to select drivers that stress different library
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regions (§4.4.3), thus enabling longer fuzz driver testing and satisfying challenge C3. Finally, all
selected drivers are fuzzed for an identical period with an initial corpus bootstrapped from the
seeds produced during the generation phase.

libErator’s configuration only requires the exported library’s headers and a build script for
the library. The generated fuzz drivers follow the specification in §4.3.

4.4.1 Static Analysis

The purpose of the static analysis is to populate the API Flow Graph (AFG), the directed graph
encoding the API function dependencies and helps predict interesting API Chains. We use a static
data-flow analysis to infer non-trivial properties from the library code. When re-using existing
techniques, we point to the implementation (§4.5) and otherwise describe our analysis in details.

Algorithm 1: Driver Creation
Input: The AFG: D, Time for generating drivers:

tgen
Output: A list of drivers to be deeply tested

1 drivers_history ← {};
2 while time_spent() < tgen do
3 driver ← generate_api_chain(D,

drivers_history);
4 status ← probe(driver);
5 drivers_history ←add (driver, status);
6 end while
7 return extract_positive_drivers(drivers_history)

API Flow Graph (AFG). The graph is
built from the function signatures, exposed
in the library header files. The AFG repre-
sents an over-approximation of the possible
API Chains [18, 56, 137], and guides the driver
generation (§4.4.2). Specifically, the graph’s
nodes represent an API function, and their out-
going edges are possible subsequent API func-
tion calls. For each API function A, we define
its inputs and outputs, called I (A) and O(A),
respectively. Inputs I (A) are the arguments
passed to the function, while output O(A) are the return values and the arguments passed by
reference. Then, we define B depends_on A if the types of O(A) and the types of I (B) have a
non-empty intersection, i.e., B depends_on A ⇐⇒ O(A)∩ I (B) 6= ;. Based on the depends_on
relation, we connect node B to node A in the AFG. By traversing the AFG, libErator chooses
the next function to append to the API Chain. Then, through static and dynamic analysis, the
driver generator module prunes invalid API Chains. In the following, we detail the additional
information contained in the AFG.

AFG Bias. libErator uses information obtained from the static analysis to guide (bias) the API
Chain creation (§4.4.2). We observe that libraries commonly use simple functions as preliminary
steps for more complex library interactions later on. For instance, LibHTP’s drivers require at least
three API functions to set up a valid htp_connp_t structure necessary for interaction with more
complex library functionalities. Unfortunately, the API functions used to build up htp_connp_t
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reach only a shallow coverage. Therefore, state-of-the-art driver generation approaches leveraging
code coverage as feedback may not prioritize these functions. Conversely, our static analysis infers
signal from the source code as functions setting up more complex library usage manipulate the
fields of the desired structure. In particular, we enumerate all the fields and subfields that are set or
retrieved, carefully handling recursive structures. Primitive types are assimilated to structures with
a single field. The total number of manipulated fields is used to bias the driver generation module
when traversing the AFG. By observing how a function manipulates a structure, libErator can
foresee more complex API Chains.

4.4.2 Driver Generation

The driver generation module relies on the AFG to generate functional drivers (§4.1). More
specifically, the module uses a dynamic generation strategy, in which, increasingly long API Chains
are generated and tested. algorithm 1 describes the overall strategy. Crucially, each new API Chain
is probed in a short fuzzing campaign (i.e., five minutes). The probing reveals if the driver interacts
with the library, i.e., it produces seeds. Drivers producing seeds are marked as positive, while the
others are marked as negative. All the API Chains are recorded in a driver history that is used in
combination with the AFG for generation. This mechanism overcomes the limitation of previous
works that use coverage to promote drivers. Since drivers often face a coverage wall, short fuzzing
campaigns cannot faithfully assess drivers’ quality. Conversely, malformed drivers hardly show any
interaction (seed), giving more reliable feedback. Furthermore, negative chains allow the system
to preemptively avoid AFG paths leading to useless drivers. This algorithm “learns” valid API
Chains and discards unfruitful ones, thus, addressing challenge C2. Crucially, choosing seeds over
coverage also boosts performance, as computing coverage requires resource intensive tools like
SanCov [119].

Our algorithm generates an API Chain by traversing the AFG. Throughout the traversal, the
algorithm respects the library control- and data-flow constraints encoded in the AFG. During this
phase, we use the static analysis results and the driver history to bias the AFG traversal towards
interesting chains, while avoiding repeating malformed drivers. Then, we produce the code for
both the input transfer and cleanup regions of the driver.

API Chain Creation. algorithm 2 describes the process, which takes the AFG and the driver
history as inputs. In the first part, libErator identify source functions (Line 1–5). We define
an API function as source if all its arguments can be readily allocated and initialized. Source
functions represent the AFG entry points. Consequently, we traverse the AFG and try to append
new function calls to the chain (Line 7–16). Additionally, we use the driver history to discard
chains already evaluated as malformed. The algorithm retrieves from the AFG the number of
manipulated fields to bias its selection toward instantiable API functions. If no candidate API
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Algorithm 2: API chain creation
Input: The AFG: D, and drivers_history
Output: The API chain and the list of variables

1 source_api ← get_source_api(D);
2 good_api_chains, bad_api_chains ← split_positive_negative_chains(drivers_history);
3 api ← random_bias(source_api, D);
4 api_chain = [api];
5 var_alive ← try_to_instantiate(api, ;);
6 while true do
7 candidate_next_api_fun = []; /* Search API functions to add to the chain */
8 foreach n_api ∈ D[api].adjacency_list do
9 if api_chain ∪ [n_api] ∈ bad_api_chains then

10 continue; /* Avoid repeating known failed drivers */
11 end if
12 new_var ← try_to_instantiate(n_api, var_alive);
13 if is_valid(new_var) then
14 candidate_next_api_fun ←add (n_api, new_var);
15 end if
16 end foreach
17 if len(candidate_next_api_fun) == 0 then
18 api ← random_bias(source_api, D); /* If no valid candidates, pick a new source */
19 var_alive ← try_to_instantiate(api, var_alive);
20 else
21 (api, var_alive) ← random_bias(candidate_next_api_fun, D);
22 end if
23 api_chain ← api_chain + [api]; /* Update the chain, if new, stop and probe it */
24 if api_chain ∉ good_api_chains then
25 break;
26 end if
27 end while
28 return (api_chain, var_alive)

function is available, it selects a new source function (Line 17–22). The algorithm terminates
when it creates a new chain that has never been probed, i.e., it is neither positive nor negative
(Line 24). The idea is to start by exploring the source functions and then expand while avoiding
chains known to be malformed.

The AFG traversal is controlled by an instantiation routine (i.e., try_to_instantiate), which
is an oracle that answers the question: Can we invoke the given API function given the current
variables (var_alive)? The instantiation routine decides which API functions can be appended
to a given API Chain. Formally speaking, the routine has three duties: (1) try to reuse already
instantiated variables, (2) generate new variables if their type allows it, (3) update var_alive to
track the variable lifecycle (e.g., for the final cleanup). More importantly, the instantiation routine
traces the variable lifetimes and avoids reusing the deallocated ones. Additionally, it coherently
associates variables used in Var-len arguments and uses additional variables to handle variadic
arguments [23].
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4.4.3 Driver Selection

The driver generation module (§4.4.2) produces a list of positive drivers (Line 7). These harnesses
are sufficiently stable to be tested, however, can be numerous with up to 100 drivers generated
per hour depending on the library. Deep testing each of them is, therefore, infeasible. This is even
more problematic when the time budget is constrained, for example during a fuzzer evaluation.

Therefore, the strategy to select the most relevant drivers should satisfy the following re-
quirements. First, it needs to be lightweight. Second, it should select drivers diversifying library
usage. While coverage distinguishes drivers that reach different code regions, the short fuzzing
period is insufficient to overcome coverage walls, making coverage an unreliable metric. Moreover,
calculating fine-grained coverage is resource intensive, stealing resources from the actual testing.

To address this problem, we devise an algorithm around the intuition that API functions are a
proxy for library regions. Specifically, we employ a lightweight clustering algorithm based on affinity
propagation algorithm [36] and Levenshtein distance [131] to automatically group drivers based
on the API functions they use. We treat the API Chains as a list of symbols, where each symbol
is an API function, and calculate the Levenshtein distance between each pair of chains. Then, the
affinity propagation automatically clusters chains with closer distance. For each cluster, we select
the drivers that produced the most seeds, as we deem them more promising for longer testing.
Despite affinity propagation having O (n2) complexity, we process thousands of API Chains in less
than a minute, thus fitting our leanness requirement. As a result, our driver selection algorithm
finds relevant targets efficiently, maximizing the resources devoted to testing the library and, thus,
addressing the challenge C3.

4.5 Implementation

Prototype implementation. libErator analysis leverages SVF [115, 130], complemented
with 4K LoC of C++ to extract the dependency graph. The rest of the tool is composed of
around 5K LoC of Python code. libErator generates drivers as C programs, subsequently
compiled and statically linked with the target library. The drivers’ input follow the format from
libFuzzer. libErator, however, can be used with other fuzzing engines, e.g., AFL++.

Static analysis. The static analysis used in §4.3 and §4.4.1 is based on the default Use-Def
graph provided by SVF [115, 130] using SVF’s Flow-Sensitive point-to analysis [51]. However, we
observe that the SVF analyses do not correctly resolve indirect calls for global function pointers.
Usually, global function pointers are used to set at runtime system-dependent functions (e.g.,
malloc/free) through specific environment variables. This limitation leads to an incomplete call

73



Chapter 4. libErator: Automated Fuzz Driver Generation Without Consumer Code

graph that hides important code patterns. To cope with this issue, we locate (a) all the global
structures containing function pointers, and (b) all the code locations where the global function
pointers were set. Finally, we use this information to infer missing target sets and update the call
graph accordingly. This simple strategy is sufficient to handle the analyzed libraries.

Type Length Value (TLV) implementation. The drivers synthesized by libErator assume
that some variables have a fixed size (e.g., char s[10]) while others have a dynamic size (e.g.,
Var-len). On the other hand, the fuzzing engine produces “random” inputs. Therefore, the fuzzer
engine and driver must agree on an input structure to correctly mutate and bridge it into variables.
To solve this problem, we encode inputs as a TLV structure. More precisely, the driver contains
a custom mutator—LLVMFuzzerCustomMutator routine in our prototype [44]—that mutates the
input according to the TLV encoded structure and maps it to the driver’s variables.

4.6 Evaluation

We evaluate libErator by answering the following research questions:

RQ1: How does the trade-off between tgen and ttest manifest itself in practice (§4.6.1)?

RQ2: To which extent does libErator explore libraries? (§4.6.2)?

RQ3: How does libErator compare to state-of-the-art library fuzzing tools (§4.6.3)?

RQ4: Can libErator find bugs in real-world libraries (§4.6.4)?

RQ5: How does each component of libErator contribute to its performance (§4.6.5)?

Compared Works. Our evaluation compares libErator against state-of-the-art consumer-
agnostic—Hopper [18]—and consumer-dependent tools—UTopia [60], FuzzGen [56], and the
Google framework OSS-Fuzz-Gen [53, 54]. We select these works based on the availability of either
their artifact or their released drivers. Additionally, we select all manually written drivers from the
OSS-Fuzz project [109] and the projects’ repositories to provide a comparison with existing drivers.

Benchmarks Selected. We evaluate libErator on 15 libraries ranging from 8K to 518K LoC,
as listed in Table 4.2. We choose all C targets from Hopper and UTopia apart from five libraries
which SVF does not support (§4.7). Additionally, we include the four libraries from OSS-Fuzz-Gen
with the most drivers. All the libraries are tested on their most recent commits except when
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Table 4.2 – Targets selected for libErator
evaluation. “#API Func.” denotes the number
of exposed API functions in the library. The
last column reports the duration of libErator
static analysis.

Name K LoC #API Func. Duration

c-ares 55.99 61 1 min 1 s
cJSON 16.57 78 24 s
cpu_features 8.36 7 43 s
libaom 518.38 47 2 h 40 min 39 s
libdwarf 126.83 333 2 h 51 min 26 s
LibHTP 38.59 249 13 min 43 s
libpcap 45.59 89 42 s
libplist 11.25 101 47 s
libsndfile 56.42 40 38 min 43 s
LibTIFF 87.16 196 7 h 32 min 5 s
libucl 17.04 125 2 h 38 min 25 s
libvpx 362.05 38 2 h 19 min 43 s
minijail 18.87 95 20 s
pthreadpool 12.69 30 1 min 27 s
zlib 29.94 88 21 s
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Figure 4.3 – Normalized coverage in five-runs
average achieved by libErator drivers as a
function of tgen. The different behaviors of the
libraries as tgen grows, highlight the need for a
tool where tgen and ttest can be fine-tuned. The
raw numbers are in Table 4.4.

comparing with UTopia where we use the versions from their evaluation since the artifact is
otherwise incompatible.

Experimental Setup. libErator evaluation was performed in Docker containers based on
Ubuntu 20.04 on an Intel Xeon Gold 5218 @ 2.30 GHz CPU with 64 GB of RAM. Every library and
driver is compiled with identical options. Each result is the average of five experiment repetitions.

Fuzzing Setup. For all fuzzing campaigns, we instrument libraries and drivers with ASan [106]
and SanCov [119]. To measure the coverage, we replay the corpus and count only the branches
and lines traced by SanCov in the library while discarding the coverage in the driver itself. Finally,
all the testing campaigns are launched with an empty initial corpus.

4.6.1 RQ1 - tgen vs ttest Trade-off Analysis

Automated library fuzzing faces an inherent trade-off between the computation time invested in
generating new drivers and the time spent testing them. To demonstrate and quantify this trade-
off, we evaluate the overall performance—in terms of code coverage—of fuzzing campaigns with
different balances of tgen and ttest. In particular, we perform four 24-hour campaigns for tgen
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values of 6-, 12-, 18-, and 24-hours. As the time necessary for selection is minimal, ttest is the
complement to 24 hours of tgen. If ttest is zero, we measure the cumulative SanCov coverage
produced by the drivers during the driver generation. Otherwise, the coverage is measured during
the fuzzing campaign lasting ttest hours.

The results of these campaigns are presented in Figure 4.3. Our main observation is of distinct
behaviors among the tested libraries. While minijail and cJSON reach more coverage while
increasing tgen, libaom and LibTIFF show better results for the smallest tgen, i.e., 6 hours. This
correlates with the complexity of inputs accepted by the libraries. For instance, the core of both
LibTIFF and libaom is to parse complex media formats, which the fuzzer is unlikely to synthesize
correctly initially. With longer testing time, the fuzzer learns the input format and provide better
inputs to the drivers. cJSON and minijail inputs have simpler structures, and testing benefits
more from a diverse set of drivers which allows for broader coverage. Looking at libpcap and
zlib, the coverage plateaus or decreases beyond a certain tgen. Likely explanations are either a
coverage wall or the saturation of the driver corpus—i.e., the campaign does not benefit from new
drivers anymore. For libaom and libvpx, we observe a sharp drop in coverage for a tgen of 12
hours. We hypothesize that this setting exemplifies the worst of both worlds: the fuzzer does not
have enough time to learn the input structure, and we lack enough driver diversity to trigger more
code paths.

In conclusion, Figure 4.3 shows the absence of a one-size-fits-all for automated library fuzzing.
The optimal balance between tgen and ttest depends partially on the API complexity and its input
structure. This motivates the need for a tool configurable to any balance between tgen and ttest.
libErator is designed around controlling this trade-off and can, therefore, be used to find the
best resource allocation for fuzzing a specific library.

4.6.2 RQ2 - How does libErator Test Libraries?

We investigate how libErator performs library testing and highlight different aspects of the
valid drivers synthesized during the generation process (§4.4.2). To this end, we measure the
cumulative coverage and the API functions invoked during a campaign where tgen is set to 24
hours. Specifically, the cumulative coverage is calculated by merging the progressive SanCov
profiles [118]. Both metrics are expressed in terms of number of drivers generated. If a repetition
has fewer drivers, we take its total cumulative coverage for the outstanding driver average.

Figure 4.4 shows the cumulative coverage after 24 hours. Similarly to standard fuzzing, the
coverage tends, for most libraries, to reach a plateau. This signifies that generating additional
drivers would, likely, bring only marginal new coverage. This plateau can either highlight the
need to switch to more prolonged fuzzing or a coverage wall. Therefore, switching to prolonged
fuzzing may not always be beneficial, as will show §4.6.3. Libraries that expect simple inputs
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Figure 4.4 – Cumulative edge coverage reached as drivers are generated over 24 hours. The X-
axis is the number of drivers generated during the 24 hours fuzzing session. The Y-axis is the
cumulated edge coverage reached.

(e.g., integers or strings) benefit more from shorter campaigns with different drivers, as sampling
interesting inputs for these types is simpler than for complex structures.

Figure 4.5 shows the percentage of API functions tested during the driver generation. As
expected, the libraries showing a clear plateau in terms of coverage (Figure 4.4), e.g., cJSON, also
tend to have exhausted the API functions. Conversely, minijail, LibTIFF, and LibHTP did not
reach a clear plateau and libErator might explore new API Chains combinations given more
time. Notably, libraries requiring complex inputs and complex API Chains, such as LibTIFF and
libaom, benefit from both a longer driver generation and longer testing.
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Figure 4.5 – API function coverage over 24 hours driver generation. The X-axis is the number of
drivers selected during the generation. The Y-axis is the percentage of API functions covered as
more drivers are created.

4.6.3 RQ3 - Comparison with State-of-the-art

To assess libErator, we compare against publicly released drivers and functional artifacts from
state-of-the-art library fuzzing tools. The five works selected have explored library fuzzing from
different perspectives and with varying assumptions. Table 4.3 summarizes their characteristics and
highlights their differences. Most tools share characteristics, i.e., they operate at source code level,
are consumer-dependent, and use existing sanitizer (i.e., ASan [106]). Only UTopia and Hopper
stand out. UTopia transforms libraries’ unit tests into fuzz drivers. However, as unit tests often
interact directly with internal library functions, it biases the amount of reachable code, as observed
in LibHTP. Hopper works with stripped binaries, thus prohibiting the use of ASan, and, instead,
employs binary re-writing to implement sanitization. Their approach suffers, however, from false
negatives (e.g., it misses out-of-bound memory accesses). This leads Hopper to measure coverage
past runtime errors in code unreachable with ASan thereby artificially inflating coverage numbers.
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Table 4.3 – libErator’s features compared with state-of-the-art works. UTopia and Hopper
are the two main outsiders. UTopia does not adhere to the fuzz driver definition and operates
on library functions outside of the public API. Hopper works at the binary level and does not use
ASan but an incomplete custom sanitizer.

Tool Consumer Standard Use API
Relation Sanitizer Only

UTopia Dependent X
OSS-Fuzz Dependent X X
OSS-Fuzz-Gen Dependent X X
FuzzGen Dependent X X
Hopper Agnostic X

libErator Agnostic X X

To measure this impact, we replay Hopper’s queue with ASan and observe that 73.39% and
8.05% of the inputs for libplist and libdwarf respectively, suffer from runtime errors. From
our analysis, we conclude that Hopper and libErator operate on different assumptions (open
versus closed source) resulting in coverage measurements not directly comparable.

Table 4.4 shows the results of libErator across different tgen and ttest as well as the results
of Hopper and OSS-Fuzz. Table 4.5 provides a comparison against UTopia, while and Table 4.6
compares libErator to FuzzGen and OSS-Fuzz-Gen. The following paragraphs describe each
comparison in detail. The coverage reported is only the library coverage after a time budget of
24 hours. We select the best libErator configuration for each library and compare its coverage
with the other tools.

Hopper. Despite the difference in sanitization, libErator outperforms Hopper on eight out
of 13 libraries. We carefully examine the five libraries where Hopper prevails. In general, Hopper
benefits from its faster generation of drivers. This affects the exploration of LibHTP, which is the
largest library tested in terms of numbers of API functions in our evaluation set (see Figure 4.2).
By generating vastly more API Chains than libErator, Hopper can reach shallow coverage in
many more functions resulting in higher coverage overall. This also explains the reached coverage
in c-ares and libucl. For cJSON, we observe that Hopper avoids a recurrent false positive
use-after-free error that hinders libErator from reaching a higher coverage. For libplist,
Hopper’s sanitizer does not detect a runtime error, thus not stopping library testing. Indeed,
we observe that 73.39% of the inputs generated by Hopper for libplist would be stopped in
libErator by ASan.

OSS-Fuzz. Compared to OSS-Fuzz, libErator covers more code on six of the 12 compat-
ible libraries. For complex APIs like libaom and libvpx, drivers need complex code structures
such as loops and conditions for probing deeper code paths. This limitation is common to all
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other automatic approaches, i.e., Hopper, OSS-Fuzz-Gen, FuzzGen, and UTopia. OSS-Fuzz’s
drawback is that the current drivers are exhaustively tested and without extensive manual efforts
can hardly reveal new bugs, as we study in §4.6.4.

UTopia. Table 4.5 shows the comparison with UTopia. As UTopia converts existing unit
tests into harnesses, its drivers interact through library functions absent from the public API, thus
giving a substantial advantage in terms of coverage. This is particularly evident for minijail
and LibHTP. For libaom, UTopia’s drivers are more stable since they include loops and more
complex code structures. Nonetheless, libErator overcomes UTopia in half of the targets
without requiring any unit tests and respecting the intended library interaction. Moreover, our
evaluation of UTopia results only in false positive crashes which are cumbersome to triage.

OSS-Fuzz-Gen. Table 4.6 reports the comparison with OSS-Fuzz-Gen. Since we lack the
resources to run the Large Language Model (LLM), we test the publicly released drivers [54].
Overall, libErator outperfoms OSS-Fuzz-Gen on five out of six libraries while coming close in
the remaining one. OSS-Fuzz-Gen is penalized by the small number of API functions included
in its drivers. Indeed, the prompts used insist on keeping the driver concise to avoid compilation
errors. Conversely, libErator benefits from interaction with diverse API functions thanks to
§4.4.3, thus exercising more diverse parts of the library’s code.

FuzzGen. Table 4.6 presents the results of FuzzGen. Due to compilation errors in the gen-
eration pipeline, we fall back to the published drivers overlapping with our target set, namely
libaom and libvpx, note that both drivers required manual patches to compile. Despite our
investigation, we could not identify a clear cause for the low coverage in libaom. For libvpx,
our patch corrected an initialization issue for the vpx_codec_ctx structure, which is essential
for library interaction. Resolving this issue allowed FuzzGen to achieve a coverage comparable to
libErator.

Overall, libErator outperforms Hopper on most libraries and on almost all libraries com-
pared to OSS-Fuzz-Gen and FuzzGen. Compared to UTopia, libErator reports, on average,
a comparable coverage despite using only publicly available API functions. Finally, libErator
complements OSS-Fuzz by providing a broader and evolving exploration of the libraries. We there-
fore conclude that automatically creating high-quality drivers without consumers or test cases is
achievable through analysis of the library’s source code alone.

4.6.4 RQ4 - libErator Bugs Finding Capabilities

We compare the bug-funding capability of libErator against the previously listed competitors.
In particular, Table 4.7 lists the bugs found by libErator. We analyze crashes found when
testing the target libraries by using the best tgen/ttest configuration from §4.6.3. We denote
(with †) additional bugs discovered during libErator development. Later, we discuss the false
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Table 4.4 – Library coverage after 24 hours fuzzing campaign for libErator, OSS-Fuzz, and
Hopper. libErator results are shown for tgen of 24-, 18-, 12-, and 6-hours, with bold for
the best configuration. Additionally, we report the coverage delta between the best libErator
configuration and the other tools in the columns marked with ∆. Bold green highlights where
libErator prevails. We mark unsupported libraries with a dash.

Target libErator [tgen + ttest ] Hopper OSS-Fuzz
24h+0h 18h+6h 12h+12h 6h+18h cov. ∆ cov. ∆

c-ares 55.29% 50.88% 49.06% 52.65% 60.43% -5.15% 22.62% +32.66%
cJSON 75.34% 73.20% 71.52% 72.68% 87.44% -12.10% 45.95% +29.39%
cpu_features 19.22% 19.22% 19.22% 19.22% 18.06% +1.16% - -
libaom 10.98% 10.57% 5.51% 11.77% 9.79% +1.98% 44.20% -32.43%
libdwarf 18.08% 17.88% 17.89% 17.89% 11.56% +6.51% 20.04% -1.96%
LibHTP 26.74% 25.07% 16.34% 17.37% 44.14% -17.41% 31.96% -5.22%
libpcap 40.93% 40.81% 37.48% 38.03% 36.15% +4.78% 43.14% -2.20%
libplist 54.30% 54.43% 53.97% 51.13% 63.07% -8.63% 35.34% +19.10%
libsndfile 26.50% 31.75% 35.46% 36.59% 6.18% +30.41% 11.14% +25.45%
LibTIFF 24.45% 26.93% 27.70% 26.36% - - 28.33% -0.62%
libucl 56.34% 57.02% 57.43% 57.78% 64.98% -7.20% 36.88% +20.90%
libvpx 8.24% 8.90% 3.71% 7.59% 6.18% +2.71% 48.48% -39.58%
minijail 18.45% 15.48% 16.03% 16.07% - - - -
pthreadpool 50.44% 44.21% 36.42% 40.42% 31.01% +19.43% - -
zlib 58.32% 58.83% 46.26% 55.01% 38.92% +19.91% 50.14% +8.69%

positives generated by libErator and their root causes. Finally, we expand on two case studies
about libpcap and cJSON to illustrate the effectiveness of libErator in finding real-world bugs.

To correctly classify the bugs, we manually inspect their root cause and automatically cluster
them in coherent classes via stack similarities [105]. Overall, libErator identifies 81 unique
crashes across all 15 libraries. After triage, we report 24 confirmed bugs resulting in a 25% true
positive ratio which is double that of similar state-of-the-art works [60]. Hopper finds only six
bugs, while the drivers from OSS-Fuzz, OSS-Fuzz-Gen, FuzzGen, and UTopia found zero during
our evaluation.

True positives: Table 4.7 list the 24 bugs found by libErator. Each bug was promptly
reported to the maintainers with a fix suggestion. libErator finds a variety of bugs, including
logic errors, NULL dereferences, and integer overflows across six libraries. For example, at two
locations, LibTIFF used to index arrays with signed integers, allowing a negative value to deceive
the bounds check. This value would later be interpreted as an unsigned integer, leading to an
index out of bound. The logic error in cJSON results from incorrect usage of strcpy from the C
standard library. In libucl, libErator triggered seven crashes due to incomplete type checks,
and an edge case where a non NULL-terminated string caused an out-of-bound read. Overall,
the bugs identified ranged from shallow (e.g., a single API call necessary) to complex (over three
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Table 4.5 – libErator comparison against
UTopia. The libraries used are from the com-
mits indicated in UTopia. libErator’s con-
figurations are from Table 4.4.

Target UTopia libErator *
cov. cov. tgen + ttest

cpu_features 4.45% 54.97% 24h + 0h
libaom 18.66% 15.61% 6h + 18h
LibHTP 40.37% 27.02% 24h + 0h
libvpx 8.41% 9.31% 18h + 6h
minijail 31.59% 18.73% 24h + 0h
pthreadpool 35.19% 44.63% 24h + 0h

Table 4.6 – libErator comparison against
FuzzGen, and OSS-Fuzz-Gen. libErator’s
configurations are from Table 4.4.

Target FuzzGen libErator
cov. cov. tgen + ttest

libaom 0.11% 11.77% 6h + 18h
libvpx 9.35% 8.90% 18h + 6h

OSS-Fuzz-Gen libErator

cJSON 58.29% 75.34% 24h + 0h
libdwarf 18.66% 18.08% 24h + 0h
libpcap 1.09% 40.93% 24h + 0h
libplist 26.18% 54.43% 18h + 6h
libsndfile 0.58% 36.59% 6h + 18h
libucl 33.30% 57.78% 6h + 18h

chained API calls with inter-procedural dependencies). libErator can adapt to these different
scenarios, fuzzing deeper once the shallow API functions are covered.

During our evaluation, Hopper identifies 894 unique crashes but only six are true positives.
The cause of Hopper’s high false positive rate is the imprecision of its sanitizer. Additionally,
Hopper’s oracle overlooks the object lifecycle leading to even more false negatives. Two true
positives were in pthreadpool and four in libucl, all of which were also identified by libErator.

Our fuzzing of the OSS-Fuzz drivers leads to zero crashes, likely due to the exhaustive testing
that these drivers already experienced as part of the continuous campaigns lead by Google. This
highlights the need for a broader and continuously evolving set of drivers. The bugs found by
libErator prove that OSS-Fuzz drivers are not exhaustive and that libErator complements
these harnesses leading to the discovery of new bugs.

UTopia, OSS-Fuzz-Gen, and FuzzGen fail to produce any true positive during our experi-
ments. As we were unable to generate drivers for both OSS-Fuzz-Gen and FuzzGen, the publicly
available harnesses have likely already been extensively tested. Notably, the OSS-Fuzz-Gen drivers
for cJSON specifically target an API function—cJSON_duplicate—in which libErator found
a bug. However, OSS-Fuzz-Gen’s drivers are unable to trigger it because they all exercise the
same sequence of API functions commonly used in consumers while libErator finds alterna-
tive sequences. To further showcase the effectiveness of libErator, we empirically confirm its
capability to find the two bugs identified by OSS-Fuzz-Gen in previous versions of cJSON and
libplist.1 The drivers generated by UTopia, despite their good coverage during our evalua-

1 Two out-of-bound access bugs: issues #800 in cJSON and #244 in libplist.
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Table 4.7 – True positive found by libErator.
The table reports the library and the bug type.
The † indicates that the bug was found during
development (§4.6.4). The status column indi-
cates if the bug is fixed or only acknowledged
by the maintainers. For reference, we report the
project issue number. The NULL dereference in
libpcap is tracked under CVE-2024-8006.

Library Bug Type Status Issue/PR #

cJSON Logic error Fixed 881
cJSON NULL deref. Fixed 882
cJSON Stack exhaust. Fixed 880
cJSON Stack exhaust. Fixed 880
cJSON Stack exhaust. † Ack. 827
cJSON Logic error † Fixed 821
libpcap NULL deref. Fixed 1345
LibTIFF SEGFault Fixed 643
LibTIFF Int. Overflow Fixed 649
LibTIFF Int. Overflow Fixed 645
LibTIFF Arith. Except. Fixed 646
LibTIFF Arith. Except. † Fixed 580
LibTIFF Arith. Except. † Fixed 628
libucl Miss. Check Fixed 315
libucl Miss. Check Fixed 315
libucl Miss. Check Fixed 315
libucl Miss. Check Fixed 315
libucl Miss. Check Fixed 315
libucl Miss. Check Fixed 315
libucl Miss. Check Fixed 315
libucl OOB Read Ack. 316
pthreadpool Arith. Except. Fixed 46
pthreadpool Heap Overflow Ack. 47
zlib Logic error † Fixed 889

Table 4.8 – Breakdown of false positives gen-
erated by libErator. We left out libraries
without false positives, namely cpu_features,
libplist, and libvpx. incoherent arg. indi-
cates incoherency between two or more argu-
ments (e.g., missed Var-len relationship). mem.
leak denotes a memory leak. use-after-free
points to a free incorrectly tracked. malloc arg.
indicates unbounded size in a call to malloc.
non init buffer occurs when uninitialized buffers
are used. Finally, API usage conveys deviation
from the intended usage.
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c-ares 3 1 1 0 0 0 5
cJSON 1 0 0 0 1 0 2
libaom 1 0 0 0 0 0 1
libdwarf 7 1 1 0 2 1 12
LibHTP 2 0 2 0 0 0 4
libpcap 0 0 0 1 1 0 2
libsndfile 6 1 2 0 0 0 9
LibTIFF 0 0 0 0 2 0 2
libucl 2 1 1 2 1 0 7
minijail 2 1 0 0 0 1 4
pthreadpool 1 0 0 1 0 0 2
zlib 2 2 0 1 0 2 7

Total 27 7 7 5 7 4 57
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tion, produce only false positive highlighting the limitation of basing the generation on existing
test suites.

In addition to fixes for these bugs, some libErator drivers were also adapted as test cases
for the libraries. For example, we contributed two test cases for the cJSON library. Following the
maintainers’ demand, we also contributed libErator drivers to libpcap for integration into
their fuzzing campaigns. This demonstrates the capacity of libErator to produce valid and
interesting drivers, complementary to the existing manual efforts of the maintainers.

libErator exhibits a high true positive ratio, e.g., much higher than what we observed
for Hopper and double the one reported by UTopia, and finds real-world bugs in a variety of
thoroughly tested libraries, demonstrating its applicability.

False positives: We present libErator’s false positives in Table 4.8. They can be grouped
into two broad categories: (a) incoherent arguments (e.g., when libErator misses a Var-len
dependency), and (b) incorrect handling of memory (e.g., missed Sink leading to Use-After-Free
or unbounded size in malloc). These false positives are caused by the imprecision of our static
analysis. For example, libErator currently misses the dependency between 2D arrays and their
dimensions (e.g., width and height of an image) leading to unwanted out-of-bound accesses.
Additional engineering effort could avoid these false positives.

Only 7% of libErator false positives are caused by drivers using the library incorrectly.
For example, in zlib, the documentation states that inflateReset should not be called after
deflateInit_. However, libErator is not able to infer this incompatibility. Understanding such
dependencies would require more complex static analysis or information external to the source code
(e.g., annotations or documentation). We leave this as future work.

Case study: cJSON is an lightweight JSON parser. In addition to straight forward NULL deref-
erence, libErator found logic bugs, for example the function cJSON_SetValuestring could
pass overlapping strings to strcpy, which is explicitly disallowed. The maintainers acknowledged
and fixed this bug. libErator also find multiple stack exhaustion in cJSON caused by incorrect
handling of circular references in JSON objects. Lastly, libErator identifies inconsistencies in
how cJSON handles arrays and dictionaries. The maintainers acknowledged the bug and are re-
flecting on how to address it as a fix would break the API compatibility. libErator’s cJSON false
positives are caused by two missing Var-len relationships and missing the identification of a Sink
function resulting in a freed variable being passed to an API function triggering a Use-After-Free.

Case study: libpcap is a widely used library for packet capture. It is continuously fuzzed
through three manually written fuzz drivers as part of the OSS-Fuzz [109] project. Nonetheless,
libErator generated novel drivers that resulted in three crash clusters. Both false positives
were caused by allocating buffers smaller than the fixed size mandated in the documentation.
The last crash was a NULL dereference in pcap_findalldevs_ex when the directory passed is
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Table 4.9 – Library coverage for a tgen of 24 hours
across both full libErator and libErator with-
out field bias. In the last column, we report the dif-
ference between the two, highlighting in bold green
when libErator prevails.

Target libErator full
∆w/o field bias libErator

c-ares 55.48% 55.29% -0.19 %
cJSON 74.62% 75.34% 0.71 %
cpu_features 19.22% 19.22% 0.00 %
libaom 8.37 % 10.98% 2.61 %
libdwarf 18.15% 18.08% -0.07 %
LibHTP 10.47% 26.74% 16.26%
libpcap 42.25% 40.93% -1.32 %
libplist 52.60% 54.30% 1.71%
libsndfile 21.76% 26.50% 4.74 %
LibTIFF 20.65% 24.45% 3.80 %
libucl 53.53% 56.34% 2.81 %
libvpx 7.83 % 8.24 % 0.41 %
minijail 19.53% 18.45% -1.07 %
pthreadpool 47.96% 50.44% 2.48 %
zlib 61.27% 58.32% -2.95 %

Table 4.10 – The first two columns report
the number of drivers generated in 24 hours
and how many are selected for fuzzing. The
last column shows the duration of this pro-
cess. Driver selection drastically reduces the
number of drivers to test while requiring
negligible resources.

Target Tot. drv Sel. drv Avg [s]

c-ares 746 50 0.71
cJSON 1343 102 5.09
cpu_features 2046 7 13.14
libaom 1323 85 3.15
libdwarf 1173 101 3.09
LibHTP 1476 110 6.49
libpcap 931 57 1.72
libplist 2404 25 0.10
libsndfile 970 81 1.76
LibTIFF 612 45 0.81
libucl 910 64 1.06
libvpx 1624 86 7.40
minijail 300 19 5.61
pthreadpool 255 22 0.70
zlib 948 73 3.46

non-existent. The maintainers acknowledged the bug and awarded CVE-2024-8006. We provided
a fix that is now upstream. The OSS-Fuzz drivers were not able to find this bug because they
are limited to a narrow subset of the whole exposed API and do not test pcap_findalldevs_ex.
Following our finding, the libpcap maintainers requested integration of libErator drivers into
their fuzzing campaign.

4.6.5 RQ5 - Ablation Study

We conduct two ablation studies to understand how the components of libErator contribute
to its results. First, we evaluate the impact of the AFG bias used to guide the API Chain creation
(§4.4.1) and to solve challenge C1. The second study aims at understanding the impact of the
clustering developed to avoid fuzzing redundant drivers (§4.4.3), i.e., challenge C3, on the overall
performance of libErator. Regarding challenge C2, an experiment excluding this technique is
infeasible since it is core to libErator’s driver generation, and removing it would distort the
whole architecture.
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Table 4.9 shows the coverage reached after 24 hours of driver generation (24 hours tgen) by two
libErator configurations. First, we run libErator without biasing the AFG. In practice, we
modify the function random_bias (line 18 and 21 in algorithm 2) to pick fully at random an API
function out of the possible candidate. The AFG bias shows crucial improvements in the coverage
of LibHTP. The complex chains necessary to set up minimal state in LibHTP are unlikely to be
encountered by libErator without biasing the choice of the subsequent API function during
driver generation due to the size of the API of LibHTP. Coverage-guided driver generation (e.g.,
Hopper) shows similar limitations due to the limited coverage reached by their API Chains. For
the other libraries, AFG bias does not show a particular effect. From our analysis, this is because
most API functions interact with a similar number of fields, therefore, reducing the bias effect.

To assess the impact of our driver selection strategy (§4.4.3), we measure the duration of
the affinity propagation clustering across the drivers generated by libErator in 24 hours with
a similar setup as the previous study. Results are presented in Table 4.10. Despite having to
cluster more than 2’000 drivers, the duration is negligible for all the libraries. In the worst case,
cpu_features takes less than 0.02% of the total experiment time. This shows that the driver
selection is not a bottleneck in the pipeline of libErator. By reducing the number of drivers
by up to 99%, the driver selection is crucial to avoid redundant drivers and distribute the fuzzing
resources efficiently.

Overall, each component of libErator contributes to the increased performance shown in
§4.6.2. The AFG bias is crucial to guide the driver generation for libraries with complex setups
(e.g., LibHTP) while the driver selection is lightweight.

4.7 Discussion

Future work. So far, libErator cannot generate drivers containing loops. Supporting loop
involves an explosion of complexity as libErator must decide which functions should be called
repeatedly and how to handle loop termination. With engineering efforts, however, our static
analysis could identify the API functions expected to be used in loops based on argument types.

Despite the design concepts being generic and language-agnostic (§4.4), our prototype targets
C code, but we plan an extension to other languages, such as C++ or Python. For example,
libErator for C++ could reuse most of the architecture. New constructs like class hierarchies,
templates and generics are not yet handled by libErator resulting in an incomplete AFG for
C++ code.

Our current static analysis (§4.4.1) inherits SVF imprecision when following indirect jumps.
Ongoing efforts to improve SVF point-to analysis would enhance the AFG (e.g., avoiding the false
positives due to missed Var-len). Lastly, SVF cannot analyze some libraries due to state explosion.
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Comprehensively understanding the different library characteristics influencing its position along
the tgen versus ttest ratio remains an open question.

Limitations. libErator adds empty stub functions when an API requires function pointers.
Understanding which function behavior is expected is a daunting task that would require other
sources of information (e.g., consumers or documentation). Additionally, to further increase the
probability of synthesizing valid API Chains, we could leverage Large Language Model (LLM). We
consider these techniques orthogonal to ours since we aim to show the limitations of one-size-
fits-all solutions and the complexity of striking a balance between driver generation and deeper
testing.

4.8 Related Work

Automated library testing. Randoop [94] and EvoSuite [35] pioneered the automatic genera-
tion of tests for Java programs. The latter is based on test case mutations and invariants inference
to define specifications that can later be verified. Similar work exist for other languages [82, 88].
Documentation and source code comments have also been used to discover software specifica-
tions [10]. Lately, LLMs have improved test suites for functions with little coverage [72]. Contrary
to these works, libErator generates fuzzing drivers unleashing fuzzing engine on C libraries.

Driver synthesis. FuzzGen [56], Fudge [5], UTopia [60], OSS-Fuzz-Gen [54], PromptFuzz [132],
Winnie [63], AFGen [75], IntelliGen [138], TitanFuzz [28], RUBICK [136], Daisy [139], and
NEXZZER [nexzzer] leverage external knowledge about the API usage (consumer-dependent).
Either by trimming and cross-pollinating consumers, transforming unit tests, or by querying LLMs,
these tools learns from existing usage and are limited in the diversity of the generated drivers. More-
over, as exemplified in APICraft, they focus on driver generation while not exploring trade-offs
between generation and testing, and overlook driver selection strategies. Conversely, libErator
separates the duty of generating and testing fuzz drivers, showing that the two problems are or-
thogonal and a single one-for-all solution is not achievable as that strongly depends on the library
API.

Hopper [18] and GraphFuzz [47] model library testing as a grammar fuzzing problem and,
as libErator, are consumer-agnostic. However, both fail to address the challenges in §4.2.
Conversely, libErator helps strike a balance specific to each library, addressing a new angle of
this problem.
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4.9 libErator summary

We laid out the computation trade-off between the time spent generating drivers and the resources
invested in fuzzing, and limitation it imposes to the current library fuzzing works. We highlighted
the necessity for a driver generation technique capable of dividing resources differently for each
library, striking a better balance for each library than a one-size-fits-all approach.

We presented libErator, a novel methodology, configurable along this trade-off, to auto-
matically generate fuzz drivers. libErator employs cutting-edge static analysis techniques to
infer the semantics of API functions and, then, generate valid fuzz drivers for a target library. We
deploy libErator against 15 libraries and compare our results against both the state-of-the-art
driver synthesis generators and manually written drivers.

libErator reaches more coverage than other automated tools while finding bugs in exten-
sively tested libraries where manual written drivers find none. We found 24 bugs that were reported
to the maintainers. We upstream derived test cases and fuzz drivers to multiple projects.
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Chapter 5

Future work
This thesis advances the state-of-the-art in securing system code, yet several research directions
remain to be explored. Beyond the necessary adoption efforts, we identify key areas for future
investigation.

5.1 Type confusion detection and mitigation

While our work focused on preventing derived type confusions and detecting unrelated ones, several
challenges remain. First, extending Sourcerer to verify casts to integral types—e.g., from A* to
generic pointers like void*—at a minimal overhead allowing for its deployment in adversarial
scenarios. One promising approach involves identifying and replacing the would-be superfluous
developer-implemented type systems with standard RTTI checks.

Our fuzzing campaign revealed limitations stemming from corrupted memory layouts after un-
related type confusions. The inline storage of type metadata means that type confusions often
corrupt the other fields with the RTTI content. A potential solution involves storing type in-
formation in an adjoint metadata area for each allocation site, similar to ASan red zones [106].
While this would increase overhead for standalone deployments—ASan experiences a 70% overhead
on average—the cost would be marginal when combined with existing ASan instrumentation—a
common scenario in fuzzing campaigns.

Lastly, most of the type confusions reported nowadays in modern browsers are in JavaScript
code and not in C++. Extending type confusion detection and mitigation to type-unsafe languages,
especially in a cross-language environment, is a promising venue. Due to the dynamic typing of
JavaScript, new strategies are required to track types throughout execution.

5.2 Library fuzzing

Despite widespread industry adoption through projects like OSS-Fuzz [109], library fuzzing strug-
gles both in terms of driver quality and quantity. For instance, only four out of the nine
OpenCV [12] fuzz drivers contribute meaningful coverage beyond the empty seed—even after

89



Chapter 5. Future work

24 hours. While libErator demonstrates that automated tools can generate effective drivers at
scale, triaging the resulting crashes still requires understanding the driver’s content. Future work
should focus on generating explainable drivers to facilitate both triaging between false and true
positive as well the upstreaming long-term maintenance of the drivers.

libErator’s key insight about the trade-off between driver generation and testing time opens
new research questions. Understanding the factors influencing this balance would help library de-
velopers select the right balance without a lengthy optimization journey. This includes investigat-
ing how library characteristics such as API complexity, affect the optimal allocation of resources
between driver generation and execution.
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Data Availability

6.1 type++

type++ prototype implementation is available under the Apache-2.0 Licence at
https://github.com/HexHive/typepp. The artifact-evaluated version is also available from per-
sistent storage at DOI:10.5281/zenodo.13687049. The detailed instructions on how to run our
artifact are available in Appendix B.

6.2 Sourcerer

Our implementation of Sourcerer is available on GitHub: https://github.com/HexHive/Sourcerer.
We additionally provide the script for the evaluation on the same repository.

6.3 libErator

Our code is on GitHub and Zenodo with DOI:10.5281/zenodo.15201791 [121] under the Apache-
2.0 license. Due to length of the fuzzing campaign, the coverage data is too large for Zenodo.
We, however, release the raw aggregated results as CSV. The instructions on how to run the
experiments are in the main GitHub repository and in Appendix D.

91

https://opensource.org/license/apache-2-0
https://github.com/HexHive/typepp
https://doi.org/10.5281/zenodo.13687049
https://github.com/HexHive/Sourcerer
https://github.com/HexHive/liberator
https://doi.org/10.5281/zenodo.13752276
https://doi.org/10.5281/zenodo.15201791
https://opensource.org/license/apache-2-0
https://opensource.org/license/apache-2-0




Chapter 7

Conclusion
This thesis advances the safety of low-level programming languages through three complementary
contributions targeting type safety and automated testing. As C and C++ continue to underpin
critical software infrastructure, securing these codebases is paramount. Our solutions focus on
minimizing the developer effort and practical deployment, recognizing the challenges of maintaining
large codebases with limited resources.

Our first contribution, type++, provides a novel C++ dialect that prevents derived type
confusion by design. By inlining type metadata in objects, we achieve comprehensive runtime type
checking for downcasts with minimal overhead (< 1%) thanks to tracking fewer lifetime changes.
The approach requires minimal code adaptations (0.04% LoC in the SPEC CPU benchmarks)
while protecting 23×more casts than the state-of-the-art solutions. Our evaluation revealed 122
type confusion bugs, including 14 previously unknown vulnerabilities.

Building on insights from type++, our second contribution, Sourcerer, extends type confusion
detection coverage to all casts, including unrelated type conversions. Through a specialized type
information initializer (RTTIInit), we improve compatibility with C++ while supporting previously
missed edge cases like unions. With only 5% runtime overhead, Sourcerer doubles the number of
verified unrelated casts compared to type++. Notably, we conducted the first fuzzing campaign
specifically targeting type confusions, discovering six new type confusion vulnerabilities in OpenCV.

Our third contribution, libErator, addresses the challenge of automated library testing.
By generating valid fuzz drivers without requiring consumer code and minimal developer involve-
ment, we enable efficient testing of C libraries. Our approach uniquely balances driver generation
and testing time, discovering bugs in well-tested libraries where manual-written drivers and other
automated approaches fail to discover any.

Together, these contributions demonstrate how automated approaches and tackling issues
at the language level can significantly improve software security while minimizing the developer
burden. While transitioning to memory-safe languages like Rust offers long-term security benefits,
our solutions provide immediate, practical improvements for existing C/C++ codebases.
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Appendix A

type++ Manuscript
We present interesting use cases and an experiment demonstrating the capabilities of type++ as
a sanitizer during fuzzing.

A.1 type++ as sanitizer

We conduct a preliminary analysis to evaluate type++ as a lightweight sanitizer in a fuzzing
campaign. For this experiment, we test V8 [45] version 9.0.257.29, the Chromium JavaScript
engine. We compile V8 in two configurations: one applying Property 3 and protecting a random
set of 32 classes (named typepp), and a second one with the default V8 fuzzing configuration
(named vanilla). Fuzzilli [48], a mature JavaScript fuzzing tool compatible with V8 (version
0.9.3) serves as our fuzzer. The experiments were executed on an Intel machine with an i7-8700
@ 3.20GHz CPU and 64GB of RAM. The fuzzing campaign lasted for 12h, starting with an empty
corpus. The vanilla configuration reaches 15% of branches as coverage, while the typepp one
8% of the branches. The difference in coverage is caused by new type confusion bugs detected
by type++ that block the exploration of some V8 components. These bugs were not found by
ASan [106] (the default sanitizer in the vanilla configuration), which cannot identify type confusion
anomalies. ASan would only crash if a type confusion results in a later memory safety violation.
We are triaging these issues together with the Chromium team. This experiment demonstrates
that type++ can be used in a fuzzing campaign as an alternative sanitizer in combination with
other tools such as ASan.

A.2 Use case: POV-Ray

POV-Ray [98] is a ray-tracing program that generates images from a text-based scene description.
For POV-Ray, in both SPEC CPU2006 and CPU2017, we found improper use of C-style structs to
simulate parent-child relationships. Specifically, POV-Ray contained a set of structs implemented
as unrelated types (i.e., they did not declare a parent class) but that were used as parent-child
classes. The program casts those classes in a C-style fashion assuming that the memory layout of
the two classes overlaps. Blindly casting two structures is undefined behavior since the compiler
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1 class DOMTextImpl: public DOMNode {
2 DOMNodeImpl fNode;
3 ...
4 };
5

6 class DOMElementImpl: public DOMNode {
7 public:
8 DOMNodeImpl fNode;
9 ...

10 };
11

12 // DOMTextImpl at runtime
13 DOMNodeImpl *castToNodeImpl(const DOMNode *p) {
14 DOMElementImpl *pE = (DOMElementImpl *)p;
15 // works because the first
16 // element is fNode
17 return &(pE->fNode);
18 }

Listing A.1 – A (simplified) type confusion example in Xalan-C++ from SPEC CPU2006.

might apply an optimization over one struct layout. Therefore, we consider these C-style casts as
bugs. When running, type++ immediately identified and reported the type confusion occurrences,
we thus identified 113 program locations for SPEC CPU2006 and 99 program locations for SPEC
CPU2017 that triggered a type confusion bug. We then used the information from type++ to
infer the correct class hierarchy and modify the source code accordingly. In POV-Ray, we edited
123 LoC in SPEC CPU2006 and 131 LoC in SPEC CPU2017, corresponding to around of their
codebase. All the modifications concerned the correction of 19 classes in which we included the
proper parent class in the header files, while the program logic remained unchanged. These changes
were necessary as the LLVM cast checks were crashing due to non-existent RTTI, highlighting the
type confusion. Modifications to allow the cast check from LLVM to recover are left as future
work.

A.3 Use case: Xalan-C++

Xalan-C++ is an XSLT processor originally developed by IBM [2]. The program is written in
complex C++ and heavily overloads the class hierarchy to represent the DOM of an XML doc-
ument. Moreover, Xalan-C++ implements a sophisticated memory allocation strategy based on
new() primitives and operator::new() overloads to optimize the allocated memory. This sec-
tion focuses on the SPEC CPU2006 version, but the same reasoning applies to SPEC CPU2017.
We managed to compile Xalan-C++ with type++ and run the benchmark, type++ (as well as
LLVM-CFI) reported around 9,000 type confusion errors at seven unique locations. The type con-
fusions were generated because Xalan-C++ was attempting to cast unrelated objects that shared
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part of their layout (similar to Blender and POV-Ray). Listing A.1 contains an example of type
confusion detected: castToNodeImpl() gets a DINNode object as an input and tries to cast it
into a DOMElementImpl type. At runtime, the function receives a DOMTextImpl object, which is
semantically correct since it is a child of DOMNode. However, even though the classes share the
same parent, they belong to different branches in the class hierarchy, thus creating type confusion.
Nonetheless, the code works because the two objects have fNode as a common first field.

Our proposed solution would use multiple inheritances, in particular, castToNodeImpl()
should accept a new type, e.g., DOMConverted, that is added as an additional parent to DOMTextImpl
and DOMElementImpl. Moreover, DOMConverted should implement a virtual function, e.g.,
getNode(), that is implemented in the subclasses (i.e., DOMTextImpl and DOMElementImpl)
and returns the field fNode without relying on brittle memory layout assumptions. Adopting this
technique would allow Xalan-C++ to avoid type confusions. Since the modification requires deep
code modification (due to the intertwined relationship with the custom allocators), we leave patch-
ing these issues for future work. In this case, if the code base is too old, it is possible to have
a trade-off between security and usability by leaving only 7 locations as possible attacker-surface
and exempting those from runtime checking.
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type++ Artifact
In this appendix, we provide the requirements, instructions, and further details necessary to repro-
duce the experiments from our paper (DOI: 10.14722/ndss.2025.230053).

B.1 Description and requirements

The artifact contains the material to reproduce the results: Compatibility analysis (§2.5.1 – Ta-
ble 2.1), Performance Overhead & Security evaluation (§2.5.2 & §2.5.3 – Table 2.2 & Table 2.5),
Use case: Chromium (§2.5.4 – Table 2.6). This material is released under the Apache License
2.0, in line with the LLVM project type++ builds upon.

1. Accessing the artifact: We release the artifact on a public GitHub repository:
https://github.com/HexHive/typepp. While the typepp branch contains the latest ver-
sion of the code, the ndss-25-artifacts tag contains the exact version of the code that
was submitted for review in the artifact evaluation. Additionally, the code is available on
Zenodo with the DOI:10.5281/zenodo.13687049.

2. Hardware dependencies: The artifact requires a machine with at least 128GB of RAM and
a 1TB disk. 16GB of RAM is sufficient to run the SPEC CPU evaluations.

3. Software dependencies: The artifact was tested on Ubuntu 20.04 and require the ability to
run Docker containers. An active internet connection is also necessary for the Chromium
evaluation. Additionally, curl, git, docker, and pip should also be installed.

4. Benchmarks: The artifact requires a copy of the SPEC CPU 2006 & 2017 benchmarks.1

B.2 Artifact installation

The initial step is to clone the repository and build the Docker image. As the artifact is pro-
vided on top of a fork of the LLVM project, we recommend to only proceed to a shallow
1 https://www.spec.org/cpu2006/ and https://www.spec.org/cpu2017/
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clone of the last 100 commits. This can be achieved by running the following bash command:
git clone $REPO --single-branch --branch typepp --depth 100 LLVM-typepp. Addi-
tionally, please run pip install -r requirements.txt from inside the repo to install depen-
dencies.

Each experiment is encapsulated in one or multiple Docker container. The Dockerfile is avail-
able at the root of the artifact repository. We do not provide support for running the experiments
locally.

B.3 Experiment workflow

Our artifact aims at reproducing the results from three experiments presented in the paper. The
first aims at evaluating the compatibility of type++ with existing software and quantifies the
number of LoC changes necessary to port a C++ project. The second experiment evaluates the
performance overhead of type++ over standard C++ with the help of the SPEC CPU 2006 and
2017 benchmarks as well as quantifies the added security guarantees provided by type++. Lastly,
the third experiment demonstrate the performance and security benefits of type++ after a partial
support of the Chromium browser.

We propose to run this experiments sequentially as they are presented in the paper. The artifact
provides scripts to run the experiments and collect the results. The scripts will also generate tables
similar to the ones presented in the paper.

More complete and detailed instructions, as well a minimal example, are available in the
README file of the repository. We highly recommend following the instructions there as copying
and pasting the commands from this document might introduce errors.

B.4 Major claims

• (C1) Compatibility : type++ is compatible with existing C++ codebases with a few minor
changes. This is showcased in experiment E1 which runs our compatibility analysis on the
SPEC CPU benchmarks. These results are presented in Table 2.1 in the paper.

• (C2) Performance Overhead & Security Guarantees: type++ incurs a negligible performance
while protecting a vast amount of additional casts. Our experiment E2 highlights this trend
on the SPEC CPU benchmarks. In the paper, the results are available in Table 2.2. The
overhead numbers can slightly differ from the ones in the paper due to the different hardware
configurations, but we expect the global trend across the benchmark to remain consistent.
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B.5. Evaluation

Due to time constraints, we do not provide automatic scripts to run and extract the data
from our competitors (i.e., HexType, TypeSan, and EffectiveSan) that would be necessary
for Table 2.3. We, however, provide instructions on how to run these experiments.2

• (C3) Type checking cost breakdown: To better assess the cost of the different type checking
methods, we designed a micro-benchmark. The results are presented in Table 2.5 and can
be reproduced through the experiment E3.

• (C4) Use case: Chromium: type++ can be used to protect large code bases. As a proof of
concept, we partially protect the Chromium browser. The results are presented in Table 2.6
and can be reproduced through the experiment E4.

B.5 Evaluation

In this section, we provide the detailed steps to run the experiments and process the results to
get the tables presented in the paper. Overall, this process requires around two to three days of
computation time on a powerful server. These instructions are also available in the README file
of the artifact repository.

Experiment 1 (E1) - Claim (C1): Compatibility Analysis:

[2 humans minutes + 2 compute-hours] The experiment evaluates the porting effort necessary
for SPEC CPU 2006 and 2017 benchmarks and quantify the benefits of Property 2 over Property
1. The experiment consists of compiling the benchmarks with type++ to first collect the classes
to instrument for Property 2 and then run the analysis to collect the warnings emitted for both
properties.

[Preparation] Ensure that the two SPEC CPU benchmarks .iso are available at the root of
the cloned repository.

[Execution] Run the commands:

1 # Build the docker images and then run two analysis (Property 1 and Property 2) on
the SPEC CPU benchmarks (around 2hours).,→

2 # Expected output: Different logs highlighting first the Docker builds and then the
benchmarks compilation and analysis. Finally, a table similar to Table I will be
printed.

,→

,→

3 ./table1.sh

2 https://github.com/HexHive/typepp/blob/typepp/COMPETITORS.md
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Appendix B. type++ Artifact

[Results] Upon completion, the script will generate a table identical to Table I. The file
analysis_result_test.tex contains the results.

Experiment 2 (E2) - Claim (C2): Performance Overhead & Security Guarantees: [2 humans
minutes + 15 compute-hours] This experiment runs the SPEC CPU benchmarks with different
flavors of cast checking. First, a baseline is established by running the benchmarks with no cast
checking. Then, the benchmarks are run with type++ and LLVM-CFI to measure the overhead.
Lastly, an extra run for both type++ and LLVM-CFI is performed to measure the number of cast
protected.

[Preparation] Again, ensure that the two SPEC CPU benchmarks ‘.iso‘ are available at the root
of the cloned repository.

[Execution] In a shell, run the following command:

1 # Build the docker images and then run all the benchmarks variation (around
15hours).,→

2 # Expected output: Different logs highlighting first the Docker builds and then the
benchmarks compilation and execution. Finally, a table similar to Table II will
be printed.

,→

,→

3 ./table2.sh

[Results] Upon completion, the script will generate a table similar to Table 2.1. There might be
variations up to 10% in the performance and memory overhead numbers due to the different un-
derlying machine. In particular, in a shared environment, the overhead might show inconsistencies.
The number of casts protected should remain identical to the one presented in the paper.

Experiment 3 (E3) - Claim (C3): Type checking cost breakdown: [2 humans minutes +
20 compute-minutes] This experiment evaluates the cost of the different operations in the type
checking process of HexType and type++.

[Preparation] No specific preparation is required.

[Execution] In a shell, run the following command:

1 # Build the docker images and then run the micro-benchmark (around 20minutes).
2 # Expected output: Different logs highlighting first the Docker build and then the

cost of the different operations.,→

3 ./table5.sh

[Results] Upon completion, the script will generate a table similar to Table 2.5. The numbers
presented should exhibit similar ratios to the ones in the paper.
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Experiment 4 (E4) - Claim (C4): Use case: Chromium: [2 humans minutes + 36 compute-
hours] This experiment evaluates the performance of Chromium with partial protection by type++
and LLVM-CFI. It also outputs the number of casts protected by both tools. This experiment will
build Chromium first with no protection, then with LLVM-CFI, and finally with type++. Then,
it will run the JetStream benchmark and, therefore, require a working internet connection. As
building and linking Chromium is a time-consuming and resource-intensive task, we recommend
running this experiment on a machine with plenty of RAM and in tmux or screen session to avoid
interruptions.

[Preparation] Please run the following script:

1 # Fetch the Chromium source code and the modifications we applied to it.
2 ./table6_requirements.sh

[Execution] In a shell, run the following command:

1 # Build the docker images, inlcuding fetching the dependencies of Chromium, and then
build Chromium itself. Lastly, run the JetStream benchmark (around 36hours).,→

2 # Expected output: Different logs highlighting first the Docker builds, the fetching
of depencies and then the Chromium compilation and execution. Finally, a table
similar to Table VI will be printed.

,→

,→

3 ./table6.sh

[Results] Upon completion, the script will generate a table similar to Table 2.6. The benchmark
scores presented should exhibit similar ratios to the ones in the paper. The number of casts
protected is expected to be different as the Chromium execution is not deterministic but should
remain in the same magnitude.
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Appendix C

Sourcerer Artifact
In this Appendix, we provide the requirements, instructions, and further details necessary to re-
produce the experiments from our paper Sourcerer: channeling the void.

C.1 Description and requirements

The artifact contains the material to reproduce the results: Porting Effort (Section 7.1 – Table
1), Performance Overhead (Section 7.2 – Table 2), Source of Performance Overhead (Section 7.3
– Table 3), and Sourcerer as a Sanitizer for Fuzzing Campaigns (Section 7.4 – Figure 1. This
material is released under the Apache License 2.0, in line with the LLVM project Sourcerer builds
upon.

1. Accessing the artifact: We release the artifact on a public GitHub repository. While the
main branch contains the latest version of the code.

2. Hardware dependencies: The artifact requires a machine with at least 128GB of RAM and
a 1TB disk. 16GB of RAM is sufficient to run the SPEC CPU evaluations.

3. Software dependencies: The artifact was tested on Ubuntu 20.04 and require the ability to
run Docker containers. An active internet connection is also necessary for the Chromium
evaluation. Additionally, curl, git, docker, and pip should also be installed.

4. Benchmarks: The artifact requires a copy of the SPEC CPU 2006 & 2017 benchmarks.1

C.2 Artifact installation

The initial step is to clone the repository and build the Docker image. As the artifact is provided
on top of a fork of the LLVM project, we recommend to only proceed to a shallow clone of the
last 100 commits. This can be achieved by running the following bash command: git clone

1 https://www.spec.org/cpu2006/ and https://www.spec.org/cpu2017/
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$REPO --single-branch --branch main --depth 100 Sourcerer. Additionally, please run
pip install -r requirements.txt from inside the repo to install dependencies.

Each experiment is encapsulated in one or multiple Docker container. The Dockerfile is avail-
able at the root of the artifact repository. We do not provide support for running the experiments
locally.

C.3 Experiment workflow

Our artifact aims at reproducing the results from three experiments presented in the paper. The
first aims at evaluating the compatibility of Sourcerer with existing software by quantifing the
number of extra classes to instrument on top of type++. The second experiment evaluates the
performance overhead of Sourcerer over standard C++ with the help of the SPEC CPU 2006
and 2017 benchmarks as well as quantifies the added security guarantees provided by Sourcerer.
Then, we conduct an ablation study to understand where the overhead originate from. Lastly,
the fourth experiment demonstrate the performance and security benefits of Sourcerer during a
fuzzing campaign on OpenCV.

We propose to run this experiments sequentially as they are presented in the paper. The artifact
provides scripts to run the experiments and collect the results. The scripts will also generate tables
and figure similar to the ones presented in the paper.

More complete and detailed instructions, as well a minimal example, are available in the
README file of the repository. We highly recommend following the instructions there as copying
and pasting the commands from this document might introduce errors.

C.4 Major claims

• (C1) Compatibility : Sourcerer is compatible with existing C++ codebases with a few minor
changes. This is showcased in experiment E1 which evaluates the number of extra classes
to instrument as part of Sourcerer. These results are presented in Table 1 in the paper.

• (C2) Performance Overhead : Sourcerer incurs a negligible performance while protecting
a vast amount of additional unrelated casts. Our experiment E2 highlights this trend on
the SPEC CPU benchmarks. In the paper, the results are available in Table 2. The over-
head numbers can slightly differ from the ones in the paper due to the different hardware
configurations, but we expect the global trend across the benchmark to remain consistent.
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C.5. Evaluation

• (C3) Ablation Study of the Performance Overhead : To better assess the cost of associated
to the different component of Sourcerer, we conducted an ablation study. The results are
presented in Table 3 and can be reproduced through the experiment E3.

• (C4) Fuzzing Campaign: Sourcerer can be used to test software project. As a proof of
concept, we run a fuzzing campaign on the OpenCV project. The results are presented in
Figure 1 and can be reproduced through the experiment E4.

C.5 Evaluation

In this section, we provide the detailed steps to run the experiments and process the results to
get the tables presented in the paper. Overall, this process requires around two to three days of
computation time on a powerful server. These instructions are also available in the README file
of the artifact repository.

Experiment 1 (E1) - Claim (C1): Compatibility Analysis:

[2 humans minutes + 2 compute-hours] The experiment evaluates the extra number of classes
necessary for SPEC CPU 2006 and 2017 benchmarks. The experiment consists of compiling the
benchmarks with Sourcerer to first collect the classes to instrument.

[Preparation] Ensure that the two SPEC CPU benchmarks .iso are available at the root of
the cloned repository.

[Execution] Run the commands:

1 # Build the docker images and then run two analysis (Property 1 and Property 2) on
the SPEC CPU benchmarks (around 2hours).,→

2 # Expected output: Different logs highlighting first the Docker builds and then the
benchmarks compilation and analysis. Finally, a table similar to Table 1 will be
printed.

,→

,→

3 ./table1.sh

[Results] Upon completion, the script will generate a table identical to Table 1.

Experiment 2 (E2) - Claim (C2): Performance Overhead [2 humans minutes + 15 compute-
hours] This experiment runs the SPEC CPU benchmarks with different flavors of cast checking.
First, a baseline is established by running the benchmarks with no cast checking. Then, the
benchmarks are run with Sourcerer and LLVM-CFI to measure the overhead. Lastly, an extra run
for both Sourcerer and LLVM-CFI is performed to measure the number of cast protected.
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[Preparation] Again, ensure that the two SPEC CPU benchmarks ‘.iso‘ are available at the root
of the cloned repository.

[Execution] In a shell, run the following command:

1 # Build the docker images and then run all the benchmarks variation (around
15hours).,→

2 # Expected output: Different logs highlighting first the Docker builds and then the
benchmarks compilation and execution. Finally, a table similar to Table 2 will
be printed.

,→

,→

3 ./table2.sh

[Results] Upon completion, the script will generate a table similar to Table 2. There might be
variations up to 10% in the performance and memory overhead numbers due to the different un-
derlying machine. In particular, in a shared environment, the overhead might show inconsistencies.
The number of casts protected should remain identical to the one presented in the paper.

Experiment 3 (E3) - Claim (C3): Ablation Study : [2 humans minutes + 15 compute-hours]
This experiment evaluates the cost of the different operations in the type checking process of
Sourcerer.

[Preparation] Again, ensure that the two SPEC CPU benchmarks ‘.iso‘ are available at the root
of the cloned repository.

[Execution] In a shell, run the following command:

1 # Build the docker images and then run the micro-benchmark (around 15 hours).
2 # Expected output: Different logs highlighting first the Docker build and then the

cost of the different operations.,→

3 ./table3.sh

[Results] Upon completion, the script will generate a table similar to Table 3. The numbers
presented should exhibit similar ratios to the ones in the paper.

Experiment 4 (E4) - Claim (C4): Fuzzing campaign: [2 humans minutes + 25 compute-hours]
This experiment evaluates the fuzzing performance of two sanitizers: Sourcerer and ASan.

[Preparation] Please run the following script:

1 # Setup the fuzzing campaign
2 ./fig1_requirements.sh

[Execution] In a shell, run the following command:
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1 # Build the docker images
2 # Expected output: Different logs highlighting first the Docker builds, and finally,

a figures similar to Figure 1 will be saved.,→

3 ./fig1.sh

[Results] Upon completion, the script will generate figures similar to the ones in Figure 1. They
are saved in the folder fuzzing_pics. The trends should be similar as in the paper.
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Appendix D

libErator Artifact
In this Appendix, we provide the requirements, instructions, and further details necessary to repro-
duce the experiments from our paper Liberating libraries through automated fuzz driver generation:
Striking a Balance Without Consumer Code (DOI: 10.1145/3729365).

D.1 Description and requirements

The artifact contains the material to reproduce the results: RQ1: tgen vs ttest trade-off analysis
(Section 7.1—Figure 3), RQ2: How does libErator test libraries? (Section 7.2—Figure 4 &
Figure 5), RQ3: Comparison with state-of-the-art (Section 7.3—Table 4, libErator part), and
RQ5: Ablation study (Section 7.5—Table 9 & Table 10). This material is released under the
Apache License 2.0.

1. Accessing the artifact: We release the artifact on a public GitHub repository. While the main
branch contains the latest version of the code, the fse-25-artifact tag contains the exact
version of the code that was submitted for review in the artifact evaluation. Additionally,
the code is available on Zenodo with the 10.5281/zenodo.13752276.

2. Hardware dependencies: The artifact requires a machine with at least 64GB of RAM and a
1TB disk.

3. Software dependencies: The artifact was tested on Ubuntu 20.04 and require the ability
to run Docker containers. An active internet connection is also necessary for fetching the
target libraries. Additionally, curl, git, docker, and pip should also be installed. We
further provide a preinstall.sh script to install additional support software.

D.2 Artifact installation

The initial step is to clone the repository and build the Docker image. Additionally, please run
./preinstall.sh from inside the repo to install dependencies. Notice that this script will also
install and compile LLVM, this operation may take a few hours depending on your machine.
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Appendix D. libErator Artifact

Each experiment is encapsulated in one or multiple Docker container. The Dockerfile is avail-
able at the root of the artifact repository. We do not provide support for running the experiments
in the host machine.

D.3 Experiment workflow

Our artifact aims at reproducing the results from four experiments presented in the paper. The
first aims at exposing the trade-off of testing vs creating drivers and compare our best results with
our competitors. The second experiment evaluates of libErator drivers explore a library. Lastly,
the third experiment demonstrate the value of each component of libErator by conducting an
ablation study.

We propose to run these experiments sequentially as they are presented in the paper. The
artifact provides scripts to run the experiments and collect the results. The scripts will also generate
tables similar to the ones presented in the paper. Running the complete campaigns may require
multiple days and around 10TB of free space. Due to the large amount of resources required to
run the full experiments, we set a “quick” version of the experiments that take around 10 hours
and require around 500GB of free space. This version ensures that the whole infrastructure works
and the main figures/table can be reproduced. The artifact contains instructions to run the full
24h campaign for the interested readers.

More complete and detailed instructions on how to test a library is available in the README
file of the repository.

D.4 Major claims

• (C1) Trade-off analysis & Comparison with state-of-the-art: libErator exposes the trade-
off between creating and testing driver. This is showcased in experiment E1 which runs
libErator with four different balance of testing and driver creation duration.

The trade-off results are presented in Figure 3 while the comparison with the state-of-the-art
is in Table 4, 5, & 6.

Due to time constraints, we do not provide automatic scripts to run and extract the data
from our competitors (i.e., Hopper, UTopia, FuzzGen, OSS-Fuzz, and OSS-Fuzz-Gen)
that would be necessary for Table 4, Table 5, & Table 6. We, however, provide instructions
on how to run these experiments.

• (C2) Library exploration capability : By diversifying the driver set, libErator explores
different regions of a library. Our experiment E2 highlights on the 15 libraries we tested. In
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the paper, the results are available in Figure 4 & Figure 5. The plot can slightly differ from
the ones in the paper due to the different hardware configurations, but we expect the global
trend across the benchmark to remain consistent.

• (C3) Ablation study : To highlight the contributions of each module of libErator, we
conduct an ablation study to assess the cost and the gained coverage due to each. The
results are presented in Table 9 & 10 and can be reproduced through the experiment E3.

D.5 Evaluation

In this section, we provide the detailed steps to run the experiments and process the results to get
the tables presented in the paper. Overall, this process requires around two days of computation
time on a server with 32 cores. Differently from the original paper, we provide a short version
of the experiments that last 10 hours and require around 500GB of free space. We provide the
documentation to reproduce the whole experiments in the repository.

We recommend running these experiments in tmux or screen session to avoid interruptions.

Experiment 1 (E1) - Claim (C1): Trade-off analysis:

[2 humans minutes + 60 compute-hours] The experiment leverages libErator to explore
how each target library behave along the trade-off between tgen and ttest. The experiment consists
of running four campaigns with each a different ratio of tgen to ttest and plotting the results.

[Preparation] Ensure that to have the results from the static analysis which are provided in the
repository.

1 ./install_analysis_result.sh
2 # Otherwise the static analysis will be run as part of the other commands but can

take more than a day to complete.,→

3

4 ./run_campaign_artifact.sh
5 # Expected output: You should see multiple docker builds and have logs for the

different driver created and run.,→

[Execution] Run the commands:

1 # Kick the the campaigns necessary. We proceed firs to t_gen of 24h and reuse
partial results for smaller t_gen values.,→

2 ./fig3.sh
3 ./tab4.py
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[Results] Upon completion, the script will generate a PNG image identical to Figure 3 as
fig3.pdf. Additionally, it will output a table similar to the first five columns of Table 4. There
might be slight variations due to the different underlying machine and the inherent stochastic
nature of fuzzing.

Experiment 2 (E2) - Claim (C2): Library exploration capability : [2 humans minutes + 10
compute-hours]

This experiment evaluates the capability of libErator to explore a library by computing
the code and API function coverage across a 24h generation session. It reuses the results from
experiment E1.

[Preparation] Make sure to have run the preparation for experiment E1.

[Execution] In a shell, run the following command:

1 # Compute the cumulative coverage across the drivers generated as part of E1.
2 # Expected output: The plots are stored in comulative_coverage and api_coverage

folder, respectively.,→

3 ./fig4.sh
4 ./fig5.sh

[Results] Upon completion, the script will generate figures similar to the ones in Figure 4 &
5. There might be slight variations due to the different underlying machine and the inherent
stochastic nature of fuzzing.

Experiment 3 (E3) - Claim (C3): Ablation study : [2 humans minutes + 24 compute-hours]
This experiment evaluates the contribution of each module of libErator by conducting an
ablation study.

[Preparation] Make sure to have run the preparation of experiment E1 first to have the numbers
for full libErator in Table 9.

[Execution] In a shell, run the following command:

1 # Run libErator without field bias.
2 # Expected output: Tables similar to Table 9 and 10 in the paper will be printed.
3 ./tab9.sh
4 ./tab10.sh

[Results] Upon completion, the script will print tables similar to Table 9 & 10. There might
be slight variations due to the different underlying machine and the inherent stochastic nature of
fuzzing.
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Ghostwriting acknowledgments

Figure E.1 – Thanks for your help, Coline!
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